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Abstract

At the aggregate level, the observation that deviations from purchasing power parity
(PPP) are too persistent to be accounted for solely by nominal rigidities has long been
a puzzle (Rogoff, 1996). In addition, microeconomic evidence suggests that deviations
from the law of one price (LOP) are less persistent than PPP deviations. To recon-
cile these two empirical anomalies, we incorporate the behavioral inattention approach
of Gabaix (2014) into a two-country sticky-price model. Our model shows that firms’
behavioral inattention to the aggregate component of real marginal costs generates an
endogenous dependence of LOP deviations on PPP deviations. We find strong support-
ing evidence for this particular formulation of behavioral inattention. Calibrating our
model with the estimated degree of attention, we show that our model can fully account
for the two empirical anomalies. PPP deviations are more than twice as persistent as
those implied by nominal rigidities alone, while the persistence of LOP deviations is
about two-thirds that of PPP deviations.
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1 Introduction

It is well established that the aggregate real exchange rate (RER), the deviation from pur-
chasing power parity (PPP), exhibits a high degree of persistence. Rogoff (1996) characterizes
this empirical anomaly as the “PPP puzzle,” noting that “Consensus estimates for the rate
at which PPP deviations damp, however, suggest a half-life of three to five years, seemingly
far too long to be explained by nominal rigidities” (p. 648).1 A closely related feature of
RERs is the gap in persistence between PPP deviations and deviations from the law of one
price (LOP), the fundamental building block of PPP. Imbs et al. (2005) and Carvalho and
Nechio (2011) argue that good-level RERs (i.e., LOP deviations) tend to be significantly less

persistent than aggregate RERs (i.e., PPP deviations).?

These studies emphasize the role
of heterogeneity in the speed of price adjustment. As Imbs et al. (2005) assert, “It is this
heterogeneity that we find to be an important determinant of the observed real exchange
rate persistence since it gives rise to highly persistent aggregate series while relative price
persistence is low on average at a disaggregated level” (p. 3).

In this paper, we address two empirical anomalies simultaneously: (1) the gap between the
observed persistence of PPP deviations and the persistence predicted by nominal rigidities and
(2) the gap between the observed persistence of PPP deviations and that of LOP deviations.
We incorporate behavioral inattention into a two-country sticky-price model, following Gabaix
(2014). 1In this framework, firm managers incur costs when paying attention to the real
marginal cost of their products. As a result, full attention to the state of the economy is no
longer optimal when setting prices.

The key to solving the PPP puzzle lies in strategic complementarity in pricing. After de-
riving the dynamic equation for good-level RERs, we show that behavioral inattention causes
good-level RERs to depend on the aggregate RER through this strategic complementarity.
We refer to this relationship as aggregate RER dependence. The dynamic equation implies
that when firms only pay partial attention to the aggregate component of real marginal costs,
good-level RERs respond to changes in the aggregate RER. Consequently, greater persistence
in the aggregate RER leads to greater persistence in good-level RERs. Through aggregation,
this feedback further reinforces the persistence of the aggregate RER, strengthening the link
between the aggregate and good-level RERs. Although our model differs in setup, this mech-

anism is related to real rigidities in Ball and Romer (1990) and strategic complementarity

1Unless stated otherwise, in our exposition, nominal rigidities are those which arise from Calvo time-
dependent pricing formulations.

2For a comprehensive empirical analysis of the persistence in LOP deviations, see Crucini and Shintani
(2008).



emphasized in Woodford (2003) in closed-economy settings.

The dynamic equation yields a directly testable implication. We test the null hypothesis
of aggregate RER independence against the alternative hypothesis of aggregate RER depen-
dence, using micro price data from the US, Canada, and European countries. This test is
equivalent to assessing whether good-level RERs are uncorrelated with the aggregate RER.
Across various specifications, we strongly reject the null in favor of our proposed model of
behavioral inattention. We also estimate the degree of attention to be approximately 0.15,
substantially lower than the value of 1.0 under full attention.

Two theoretical results emerge under behavioral inattention. First, the model of behav-
ioral inattention explains the gap between the observed persistence of the aggregate RER
and the persistence predicted by nominal rigidities alone. In our model, even small nom-
inal frictions can generate a highly persistent aggregate RER. Our estimates suggest that
the aggregate RER is more than twice as persistent as it would be under nominal rigidities
alone. In terms of half-lives, our model of behavioral inattention successfully replicates the
empirically observed three- to five-year half-lives, whereas the sticky-price model under full
attention predicts substantially shorter half-lives.

Second, our model accounts for the gap between the highly persistent aggregate RER and
the less persistent good-level RERs. This gap arises from the interaction between aggregate
RER dependence and idiosyncratic real shocks to individual goods prices. Both aggregate
and good-level RERs exhibit greater persistence under behavioral inattention. However,
while real shocks at the goods level reduce the persistence of good-level RERs, they do not
affect the persistence of the aggregate RER, as aggregation across goods cancels out the
effects of idiosyncratic shocks. Consequently, our estimated degree of attention generates
a substantial gap in persistence between the aggregate and good-level RERs. Indeed, our
model predicts that incorporating inattention into an otherwise standard sticky-price model
reduces the persistence of the good-level RER to less than two-thirds that of the aggregate
RER. Furthermore, our model of behavioral inattention explains two related findings: (1)
good-level RERs are more persistent than the degree of price stickiness suggests (Kehoe
and Midrigan, 2007), and (2) good-level RERs exhibit persistence comparable to that of the
aggregate RER when focusing only on macroeconomic shocks (Bergin et al., 2013).

We discuss why behavioral inattention is the preferred framework for addressing the PPP
puzzle compared to other potential alternatives. It is well known that several alternative
economic mechanisms can generate strategic complementarities. For example, Kehoe and

Midrigan (2007) incorporate Basu’s (1995) framework of roundabout production to explore



the role of strategic complementarity in a two-country sticky-price model. Since the be-
havioral inattention model also gives rise to strategic complementarity, we compare it with
the roundabout production model. Our numerical exercises show that the roundabout pro-
duction model fails to generate the observed persistence of the aggregate RER, even under
an extremely high degree of roundabout production. In contrast, we show that behavioral
inattention more effectively generates the degree of persistence observed in the aggregate
RER.

A standard explanation for why aggregate RERs are more persistent than good-level
RERs is heterogeneity in the speed of price adjustment across goods, which introduces an
upward bias when prices are aggregated to construct the consumer price index (CPI). Imbs
et al. (2005) highlight this aggregation bias in dynamic heterogeneous panels. Carvalho and
Nechio (2011) examine its theoretical implications using a multisector sticky-price model in
which price stickiness varies across sectors. We note, however, that the aggregation bias
in their multisector sticky-price model may play only a limited role in explaining the PPP
puzzle under an empirically plausible process of the nominal exchange rate (NER). In contrast,
our model of behavioral inattention adequately accounts for the PPP puzzle under a realistic
stochastic process for the NER, even when the persistence of good-level RERs is homogeneous
across goods.

We also explore an alternative model of inattention by examining rational inattention.
In Mackowiak and Wiederholt (2009), firms set prices based on noisy signals about nomi-
nal aggregate demand and idiosyncratic productivity, subject to an information processing
capacity constraint. Depending on assumptions, the dynamic equation from our model and
theirs can generate observationally equivalent dynamics for good-level RERs. Nevertheless,
we argue that behavioral inattention offers greater flexibility in terms of which variables firms
pay attention to, making it particularly suited for addressing both the PPP and LOP puzzles.

The observation that the persistence of the aggregate RER exceeds that implied by nomi-
nal rigidities connects to a broad literature that has significantly advanced our understanding
of persistent aggregate RERs. For instance, Chari et al. (2002) argue that while the sticky-
price model with monetary shocks can explain the volatility of the aggregate RER, it sub-
stantially underpredicts its persistence. Benigno (2004) highlights the role of monetary policy
rules over the degree of price stickiness in explaining the persistence of the aggregate RER.
Later, Engel (2019) revisits Benigno (2004) and emphasizes the importance of both monetary
policy rules and price stickiness. More recently, Itskhoki and Mukhin (2021) emphasize that

financial shocks, rather than monetary shocks, play a dominant role in resolving the PPP



puzzle. In our model, a conventional monetary shock remains the main driver of PPP devi-
ations. However, idiosyncratic productivity shocks are necessary to explain why good-level
RERs are less persistent than the aggregate RER. Thus, both Itskhoki and Mukhin (2021)
and this paper share the view that monetary shocks alone are insufficient to resolve the PPP
puzzle.

The remainder of the paper is structured as follows. In Section 2, we present a two-country
sticky-price model and introduce behavioral inattention. Section 3 introduces the dynamic
equation for the good-level RER and discusses the implications of behavioral inattention
in firms’ pricing. In Section 4, we implement a test for aggregate RER independence in
the context of our model and estimate the degree of behavioral inattention. In Section
5, we assess how much the estimated degree of behavioral inattention can improve model
predictions. In Section 6, we discuss alternative explanations for the puzzling persistence of

RERs in comparison to our model. Section 7 concludes.

2 The model

The world economy consists of two countries: the United States (home) and Canada (foreign).
Following Kehoe and Midrigan (2007) and Crucini et al. (2010b, 2013), there is a continuum
of goods and brands of each good. Goods are indexed by i € [0,1]. Within each good, US
brands are indexed by z € [0,1/2], while Canadian brands are indexed by z € (1/2,1]. To
conserve space, we primarily present equations for the US economy and avoid repeating them
for Canada whenever possible.

We assume that US and Canadian households have identical preferences over brands
of a particular good and across goods in the aggregate consumption basket. US household

preferences over brands of good i are represented by a constant elasticity of substitution (CES)
index. US consumption of good ¢ is given by ¢; = [ lezo cit(z)%dz] 6_1, and aggregation
=i

we have the analogous expressions for ¢, and ¢}, where asterisks () denote the place of

_£€
e—

1
, where € > 1. For Canada,

across goods yields aggregate consumption ¢; = [ fil:O Cit

households’ consumption.



2.1 Households

The objective of the US households is to maximize Eq Y =, 8'U(c,ne) = Eo Yoy 0'(Ine, —

Xn¢), subject to an intertemporal budget constraint,
M+ Ei(A¢441Bri1) = Wying + By + My — Po_yeiq + Ty + 114, (1)

and a cash-in-advance (CIA) constraint M; > P,c;. Here, E(-) denotes the expectation
operator conditional on the information available in period ¢, § € (0,1), and y > 0. In
addition, we suppress the state contingencies for notational convenience. The left-hand side of
(1) represents the total nominal value of household wealth. The household allocates its wealth
into money balances M; for the purchase of consumption goods and into state-contingent
nominal bond holdings By, brought into period ¢ + 1. Here, A;;y; denotes the nominal
stochastic discount factor. On the right-hand side of the budget constraint (1), the household
receives a nominal wage W, per hour of work n;, carries bonds B; into period ¢, as well as
any cash that remained in period t —1, M; 1 — P;,_1¢;_1. The household also receives nominal
transfers from the US government, T}, and nominal profits from US firms, II;. In (1), the
aggregate price P, is given by P, = [ / Pii_adi}l%s, where Pj; is the price index for good :.
This, in turn, is a CES aggregate over US and Canadian brands: P;; = U Pit(z)l_sdz}l%f.
The CIA constraint requires nominal money balances for expenditure, which is made at the
end of period t. The CIA constraint always binds with equality in equilibrium.
The first-order conditions of the US households are

W, M, ) [ P
f2) XCt; P, Ct, tt+1 [( o P

which are the labor supply condition, the CIA constraint, and the consumption Euler equa-

: (2)

tion, respectively.

Canadian households solve the analogous maximization problem. We assume that com-
plete markets exist for state-contingent financial claims across the US and Canada, and that
these financial claims are denominated in US dollars. Thus, we convert US dollar bond
holdings into Canadian dollars using the spot nominal exchange rate (NER), S;. The Cana-
dian households are subject to the budget constraint M; + E,(A41Bf,)/S: = Winy +
Bf /S + M} | — P ¢, + T; + II} and an analogous CIA constraint in Canadian dollars.
The first-order conditions are similar, except for their consumption Euler equations. Because

Canadians buy state-contingent bonds denominated in US dollars, their consumption Euler



equation is Ay =0 { (c;rl/c;‘)_l [(S:P)/(Ses1Pryy)] }
The aggregate RER is defined as ¢, = S; P}/ P,. The consumption Euler equations imply

G1(¢ i1/ c) = a(c fer) = ... = qo(c/ o). Normalizing go(cf/co) to unity yields®

Ct
==, 3
a o (3)
The log of the NER is assumed to follow a random walk, as is often observed in the data.
Kehoe and Midrigan (2007) show that (3) and the CIA constraints in both countries imply
Sy = Piey/(Pjey) = M,/M;. This equation suggests that In S, follows a random walk if the

monetary authority in each country sets the log of the money supply according to,

InM;, = InM, ,+eM, (4)
InM; = InM;, +&, (5)

where siw and wa* are zero-mean i.i.d. shocks. In this case, S; = M;/M; leads to InS; =

InS; 1+ (eM —eM)4

2.2 Firms

For each good, US firms produce the first half of the continuum, z € [0,1/2], of good ¢ and
employ n;;(z) hours of labor, while Canadian firms produce the second half, z € (1/2,1], and
employ n}(z). The production function of US firms is given by y;(2) = ayni(z), whereas
that of the Canadian firms is given by y(z) = aj;n}(z). Here, a; and a, represent labor
productivity specific to good . In both the US and Canada, all firms producing varieties of
the same good share the same productivity, but productivity across countries differs by good.
We assume that the log of labor productivity follows a zero-mean i.i.d. process:’
Ina; = &}, (6)

Ina;, = & . (7)

Labor productivity is good-specific and uncorrelated with aggregate variables.

3This condition relies on our preference assumptions, which we relax in Section 4.

4In Section 6, we will discuss the robustness when the NER is determined by the uncovered interest parity
and the policy interest rates are determined by the Taylor rule.

°In Section 4, we will consider an alternative stochastic process for labor productivity. We will show that
the implications for the test for aggregate RER independence remain unchanged.



Goods that are shipped between the US and Canada are subject to iceberg trade costs, 7.°
Following Kehoe and Midrigan (2007) and Crucini et al. (2010b, 2013), goods are nondurable.
Thus, the production of good ¢ undertaken in the US is exhausted between US and Canadian

consumption, with Canadian imports of US brands subject to an iceberg trade cost:
ci(2) + (14 7)c(2) = yu(2), for z € [0,1/2]. (8)

Similarly, the production of good i undertaken in Canada is exhausted between Canadian

and US consumption, with US imports of Canadian brands subject to an iceberg trade cost:
(1+7)cin(2) + ciy(z) = yiy(2), for 2z € (1/2,1]. (9)

2.3 Price setting under behavioral inattention

In this subsection, we incorporate behavioral inattention into a standard two-country model
with Calvo pricing. Firms set prices in the buyers’ currency, known as local currency pricing.
We first present the attention-augmented objective function, then describe how firms deter-
mine optimal reset prices and their degree of attention. Since Canadian firms face a similar

pricing problem, we focus on US firms’ decisions.

2.3.1 The attention-augmented objective function

Consider the US firm’s period-by-period real profits from selling its brands in the US market.
Let pi(2) = Pyu(2)/ Py, pit = P/ P, and w; = W,/ P, denote the real price of brand z of good
7, the real price of good i and the real wage, respectively. The firm’s real profits are given
by (1/P) [Pu(z) — Wi/ai) cu(2) = [pi(2) — we/an]ci(z). The demand by US consumers for
a particular brand of good i is ¢y (2) = [pi(2)/pit] “cit-

We define the log deviation of a generic variable z; from the steady-state level as z; =
Inz; — InZz, where ¥ denotes the steady-state level of x;. This allows us to express x; =
Zexp(#;). Applying this equation to the US firm’s real profits from selling the brand in the
US market, we obtain {p;(2) exp[pi(z)] — w exp(w; — ai) }ci(2). In terms of the log deviation,
the demand function for ¢;(z) is written as ¢;(2) = (pi(2) /i)~ (—¢lexp(Pit(2) — Pit)])cit-

We assume that firms cannot change their prices with probability A, as in Calvo (1983) and

Yun (1996). This parameter captures the degree of price stickiness. The objective function

6 As we elaborate in Section 3, trade costs are important because they lead to a home bias in the expenditure
share of consumption goods, which in turn becomes a source of LOP deviations due to variations in labor
productivity between the US and Canada.



that a fully attentive US firm maximizes is:

vir(2) = By Z >\k5t,t+k
k=0

P,
Py

(10)

X {Pi(2) exp [Pit(2)] — W exp (fprer — Qirsr) } Citprn(2),

where

_ —e k
Citark(2) = [%] exp {—5 [ﬁit(z) — ZWHZ — ﬁit+k] } Cit+k (11)
! I=1

is the demand for brand z of good ¢ in period t + k, conditional on the firm having last reset
the price in period ¢t. In (10) and (11), figerr = Wepr + ZL Ty and m; = In(P;/P,_1), both
derived under the assumption that steady-state inflation is zero.” Here, v;(z) represents the
present discounted value of real profits accruing to the firm producing brand z of good ¢ in
the US, conditional on the firm having last reset its price in period ¢. In (10), the second
line represents real profits in each period. These profits are discounted by the stochastic
discount factor &; ;11 = 0%(ciin/ci)” ', which satisfies &; 1P/ Pirr = Atssx, and by the
probability A\*. The real marginal cost consists of the aggregate component fiz;,; and the
idiosyncratic component a;,,. However, due to price stickiness, the former is adjusted by
inflation accumulated from periods ¢ to t + k, namely, Zle Te+. In (11), real prices are also
adjusted by inflation accumulated from period ¢ to t + k. Note that this objective function
applies to US firms indexed by z € [0,1/2].

Our model assumes that firms are not fully attentive to their real marginal cost, which
consists of the aggregate component fiy1; and the idiosyncratic component a;;yr. We define
myg = (mig, mag) € 0, 1]2, where myiy and mog represent the degree of attention to figs
and a4k, respectively, for setting prices of their home-produced brands in US markets. Here,
the subscript H denotes the place of production.® Following Gabaix (2014, 2019, 2020), we

assume that inattentive firms replace vy (2) with the attention-augmented objective function.

"The details of the derivation are provided in Appendix A.1.

8Likewise, we define m}, and mj,; as the degree of attention to the aggregate and idiosyncratic compo-
nents, respectively, for setting prices of US-produced brands in Canadian markets. The degree of attention
for pricing foreign-produced goods is represented by mj and m}, when selling brands in Canadian markets,
and by mip and mop when selling brands in US markets.



This function is given by

vii (Pit(2), i, mp) = E, Z NSy ik
k=0

P,

X P {ﬁz(z) €xXp [ﬁzt(z)] — wexp (mlH,aHt—i—k - m2H&it+k)} Cit,t+k(z)7 (12)
t+k

where &y is the vector of state variables, defined as &gy = (g, fLpisty -y Qity Qiga1, ---)' -
In the limiting case of my = 0 = (0,0)’, firm managers completely ignore changes in both
fpivr and @i Conversely, in the case of full attention, where my = ¢ = (1,1)’; the
attention-augmented objective function reduces to (10).°

The inattentive US firms’ real profits from selling their brand in the Canadian market are
defined analogously to (12). Let pj(z) denote the real price in Canadian markets, given by
pi(2) = Pj(2)/P;. Their real profits are expressed as (1/P,) [SiP5(z) — (1 + 7)Wy/ai] ¢ (2) =
¢ [p5(2) — (L4 7)we/(qeai)] ¢ (2), where (14 7)w:/(qiait) represents the exporting firms’ real
marginal cost, measured in Canadian goods.!® In terms of log deviations, their real profits are
given by ¢ {p; exp[pi(2)] — (1 + 7)(w/q) exp(r — G: — i)} ¢,(2). The attention-augmented

objective function that an inattentive US firm maximizes is:'!

vy (D5 (2), e, my) = Ey Z )\két,t-i-th-&-k:
k=0 - (13)

Py —x Ak w kA% * A *
: P%caexpumca1—<1%—T>Efmp<wuHuHHk-—WbHamMo]qm+Azx

X *
Pl

where
. —e k
%m@:%g}m{%h@—Zﬁﬁﬁ4kM- (1)
‘ =1
In the above equations, the vector of state variables is defined as @7, = (e, flgps1s -5 Qo Aipiqs o)
Piean = Wisk — Gran + Sopy Ty = In(PF/Py), and pf, = P;/P;F. In the second line of
(13), the cost of supplying a unit of the good to a Canadian consumer is higher due to the

iceberg trade cost 7. The aggregate RER in fi3;,,, converts this cost into units of real aggre-

9In the attention-augmented objective function, we do not explicitly introduce mig as a coefficient on
Zf’zl ey and Piag in (11). This is because we examine the log-linearized first-order condition for reset
prices. When taking the log-linearization, the presence of the degree of attention in (11) does not affect the
first-order terms.

10To see this, rewrite the expression in terms of nominal variables: (1+7)w;/(grai) = (1+7)Wi/(S: Pfai),
where W, /S; is the nominal wage denominated Canadian dollars.

1 The derivation of the objective function that a fully attentive firm maximizes is provided in Appendix
A.l.
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gate Canadian consumption, allowing it to be compared with the real price p}(z).'* When
discounting the US firm’s real profits in each period, ¢y in the first line of (12) converts

these profits into US goods.

2.3.2 The optimal reset prices under behavioral inattention

We now consider the maximization problem when firms are not fully attentive to the state
variables that enter their objective function. This problem is referred to as the “sparse max”
because Gabaix (2014) originally developed a model in which economic agents respond to
only a limited number of variables out of numerous variables.

Consider again an inattentive US firm when selling its brand in the domestic market. The

firm maximizes its attention-augmented objective function (12) by choosing p;;(2):

Pri (£ i, mp) = arg max vg; (Die(2), £ gie, M) , (15)

pit(z
given my. We focus on the first-order approximation of py;(& i, my). By taking the first-
order condition with respect to p;(z) from (12) and log-linearizing the condition around the

steady state, we derive the optimal reset price under behavioral inattention:

Pri(@pie, mu) = (1= AE > (M) (manfumesk — mondiver), (16)

k=0
which reflects the forward-looking properties in the Calvo pricing. The parameter A deter-
mines the extent to which the firm weights expected marginal costs in its pricing decision.
Given assumptions regarding the stochastic processes of money supply and labor productivity,

this equation simplifies to:
Pri(Z i, M) = mygWy — map (1 — A)a;. (17)

The detailed derivation of this expression is provided in Appendix A.2. The appendix also
presents the optimal reset price for inattentive US firms operating in the Canadian market,
Dy (&, myy) as well as the optimal reset prices for inattentive Canadian firms in both the
Canadian and US markets, ph, (&5, m}) and pp;(& i, mp), respectively.

In the sparse max problem of Gabaix (2014), agents endogenously determine their degree

12For the aggregate component of Canadian firms’ real marginal costs, the definitions are i}, e =Wt

Zle 77, for selling their brands in Canadian markets and fipqx = W}, ), + Gek + Zle myy for selling their
brands in US markets, respectively.

11



of attention. More attentiveness increases expected profits, a benefit, but it also incurs a
cost. For example, US firms selling their brands in US markets, face the following quadratic
cost function in the vector my,

g1

R2

where k; > 0 for j = 1,2. Given the cost function, US firms determine the optimal degrees

of attention by solving,

m}IIHE?S;PE {vi Oui(&it, mu), i, t) — C (mp)}, (19)
where E (-) represents the unconditional expectations. Here, for simplicity, we assume that
US firms choose the degrees of attention separately based on the market in which they sell
their brands.'® In (19), we evaluate vy; (+) at pi(2) = Pprs(£ i, my) in the first argument
and at mpy = ¢ in the third argument. That is, the profit function is the true function under
my = ¢ in the third argument, but the true profit function is evaluated at the inattentive
firm’s action because my in pyi(& i, Mmp) is not equal to ¢ in general. The fact that the true
profit function is evaluated at the inattentive firm’s action implies that more attentiveness
in pricing increases expected profits. However, due to the cost function C (mpy), firms face a
trade-off in choosing the degree of attention.

In this problem, For example,
We define the sparse max problem for US firms selling their brands in US markets as
follows. The firms’ decision-making process consists of two steps. In the first step, firms

determine the degree of attention my by solving the simplified problem derived from (19):

my =arg min  —(¢— mH)’AH(L —mpy)+ —m}{szH, (20)
my€e0,1)2 2 2
where
AlH 0 R1 0
Ay = and K=
0 AQH 0 Ko

For further details, see Appendix A.3. The first term on the right-hand side of (20) is derived

from the quadratic approximation of Evy; (P (Zmi, mu), Emit, ) —Evm: (Pri(&mit, L), Emit, ),

13We could instead assume that US firms choose the same degree of attention to their real marginal costs
regardless of the market. However, we can show that this change in assumption does not substantially affect
our main results.

12



which is the expected profit loss of deviating attention (my) from full attention in pricing.
The second term is C(mpg). Under the model’s assumptions, the diagonal elements of Agy

are given by

- _ aQUHi (le (07 l’) , 0, L) ar (fi

Mo = = { PO 0 v ) 21
_ aQUH’i (ﬁH@ (07 L) ) 07 L) 2 ~

Aoy = — { TRBE } (1 = X§)“Var (ay), (22)

respectively.!* In the second step, firms determine the optimal reset price based on the
solution obtained in the first step.

The solution for the degree of attention in the first step is given by m;g = Aju/(Aju+£;)
for j = 1,2. In this sparse max, we focus on the case of finite A,z to ensure that m;y < 1
as long as k; > 0. In the special case of k; = 0 (i.e., when paying attention incurs no cost),
mig = Njg/(Ajg + ;) = 1 is selected. In addition, we exclude the case of m;y = 0 and
focus on the range m;y € (0,1]. As we discuss later, these assumptions are useful for our
objective of explaining the PPP puzzle.

There are three remarks on the sparse max of our model. First, the choice variable in the
attention-augmented objective functions (12) and (13) is the real price, not the nominal price.
In our model, inattention to real marginal costs, rather than to nominal marginal costs, is
the key assumption for resolving the PPP puzzles. Gabaix (2014) notes that “a sparse agent
will make different predictions in different frames” (p. 1692). He further provides theoretical
examples of both a “nominal” frame, in which agents pay attention to nominal variables, and a
“real” frame, in which they pay attention to real variables. As he claims, the choice of framing
is important for the implications of the model of behavioral inattention. Since real marginal
costs have finite variance in our model, firms will become inattentive to real marginal costs
in the real frame. The endogenously chosen degree of attention to the aggregate component
of real marginal costs, derived as miy = Ajg/(Aig + K1), is less than one. In contrast,
the aggregate component of nominal marginal costs is nonstationary under our assumptions.
When the variance of the aggregate component of nominal marginal costs diverges to infinity,
firms in the nominal frame would be fully attentive because mig = Ayg/(A1g + K1) with

A1y — oo implies miy — 1.

14 Appendix A.3 also discusses the remaining sparse max problem for US firms selling abroad and Canadian
firms operating in both the Canadian and US markets.

15Gabaix (2014) shows that under a quadratic cost function, the selected degree of attention is zero if
Ajg = 0 (e.g., when there is no uncertainty in the variables economic agents pay attention to). He also
examines the properties of the selected degree of attention under alternative specifications of the cost function.
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Second, the degree of attention is assumed to be common across the macroeconomic
variables that constitute real marginal costs. This assumption is made because different
representations of real marginal costs make it difficult to interpret behavioral inattention.
For example, the aggregate component of real marginal costs for exporting US-produced
brands in period ¢ is given by fi}, = w; — ¢;, where the aggregate RER is highly volatile.
However, using the equilibrium condition, this expression can also be written as fi};, = w;.
If we allow exporting firms to use variable-specific attention to w;, ¢, and wy, attention to
3, as a whole could vary depending on which expression we use for fij;,. To avoid such
complexity, we assume a common degree of attention in our model.

Third, there are alternative ways to specify the degree of attention. Gabaix (2020) intro-
duces the concept of “cognitive discounting,” in which the degree of attention to economic
variables k periods ahead weakens as k increases. For instance, firms’ real marginal cost is
given by figiir — Girrk, and the degree of attention may decline exponentially with &k, while
agents pay full attention to current variables. In contrast, our model assumes that inatten-
tion is uniform across time and may apply even to current variables. Nonetheless, within
the present model setup with stochastic shocks, we can show that incorporating cognitive

discounting does not affect our results.

2.4 Equilibrium

To complete the description of the model, we specify the transfers and the labor market
clearing conditions. The profits of US (Canadian) firms accrue exclusively to US (Canadian)
households. Tn other words, TI, = [, [/2T;(2)dzdi and IT; = [, [1 ,TI;(2)dzdi, where
I1;:(z) and IT},(2) are the total nominal profits of firms producing brand z. Monetary injections
are assumed to equal nominal transfers from the government to domestic residents: T; =
M, —M,;_4 for the US, and T = M;— M, for Canada. The labor market-clearing conditions
are n, = |, f >, Nit(z)dzdi and n; = J; fz 1/ nk(z)dzdi.

An equilibrium of the economy is a collection of allocations and prices such that (i) house-
holds’ allocations are solutions to their maximization problem (namely, {c;t(2)}iz, ne, M,
Byy1, for US households and {c;(2)}i -, ny, M}, By, ,, for Canadian households); (ii) prices
and allocations of firms are solutions to their sparse max for vy (z) and v} (z) where z € [0, 1]
(namely, { Pi(2), Py (2), nit(2), yie(2) }i ze0,1/2) for US firms and { Pit(2), Fj;(2), n5,(2), y5,(2) }ize1/2.1)
for Canadian firms); (iii) all markets clear; (iv) the productivity, money supply, and transfers

satisfy the specifications discussed earlier.
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3 The equilibrium good-level RER

This section derives the model’s implications for the stochastic process governing the good-
level RER, which forms the basic building block of the aggregate RER. The section also

discusses the relationship between our model and more restrictive antecedents.

3.1 Derivation of the fundamental dynamic equation governing the

good-level RER

To begin, define the good-level RER as ¢;; = S;P;;/P;;. Using the definition of the aggregate
RER, ¢, = S P}/ P,, the good-level RER can also be written as ¢; = ¢p},/pi. Therefore, we
express ¢;; as

Git = G + Djy — Dit, (23)

where p;;, the price index for good 7 sold in US markets, is given by
Dit = A(Pir—1 — ) + (1 — A)p3F’, (24)

and p¥, is formulated analogously. Here, p?** represents the weighted average of the optimal
reset prices under behavioral inattention. This reset price index is

P = whpi( @i, mp) + (1 — w) pri (i, mp) (25)
where w = (1/2)(pui/pi)' = = (1+ (14 7))~ € (1/2,1] represents the degree of home bias
in expenditure shares arising from trade costs. The home bias is strictly greater than 1/2
in the presence of iceberg trade costs (7 > 0). Similarly, we can derive p;; ™ the reset price
index in Canada.

Moreover, it is useful to define the weighted average degree of attention given to the
aggregate component of real marginal costs in the US and Canada, m € (0,1], m = wmy +
(1 —w)myp, and the sensitivity of the good-level RER to the idiosyncratic component of real
marginal costs as, ¢ = wmaoy — (1 —w)maep € [-1/2,1], and w = (1 + (1 +7)1)"" € (1/2,1].
Finally, for notational convenience, let the (relative) real and nominal shocks be defined as,

et =eM — M ~qdd. (0,02) and €7, = €% — &% ~ i.i.d. (0,02), respectively.

Proposition 1 Under the preferences given by U (¢,n) = Inc— xn, the CIA constraints, the
stochastic processes for money supply (4) and (5), the stochastic processes for labor productiv-

ity (6) and (7), and Calvo pricing with the degree of price stickiness A € (0,1), the stochastic
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process for the good-level RER is given by
Ing; =Alngy1+ (1 —m)(1 =) Ing + Aef’ + (1 — N)(1 — No)ve, (26)

Proof. See Appendix A4. m

3.2 Theoretical discussion

In this sub-section we review models which are nested by our specification in the sense that
restrictions on (26) recover these alternative specifications. All models in this class feature
Calvo time-dependent price stickiness as their formulation of nominal rigidities.

Kehoe and Midrigan (2007) is an early and important contribution. In their model, the

good-level real exchange rate is driven exclusively by nominal shocks, £}

Ing; = Alngy_1 + Ae}. (27)

This equation is a special case of (26) with full attention and no real shocks as represented
by the restrictions, m = 1 and €}, = 0 for all ¢ in our model.

To gain intuition behind (27), recall that Ing; = In S; + In P} — In P;;. Suppose that the
money supply unexpectedly increases in the US. While this unexpected increase in domestic
money supply keeps P}, constant, it raises S; and F;;. Note that the NER is free to adjust,
whereas the adjustment of P;; is slow due to price stickiness. As a result, the increase in P
only partially offsets the increase in S;. The extent of the offset depends on A. If prices are
perfectly flexible such that A = 0, the contemporaneous change in P;; perfectly offsets the
increase in Sy, meaning that the nominal shock is irrelevant for the RER as in the classical
dichotomy. At the opposite extreme, if A = 1, P; remains unchanged indefinitely, and the
good-level RER tracks the NER, and follows a random walk.

If we relax the assumption of m =1 (i.e., if firms are not fully attentive to the aggregate

component of real marginal costs), the good-level RER depends on the aggregate RER:
Ingi: =Alngi—1+ (1 —m)(1 —X\)Ing + A} (28)

We refer to this dependence as aggregate RER dependence. When 0 < m < 1, the aggregate
RER additionally appears in (28). However, when m = 1, the aggregate RER disappears
from (28).16

16Recall that m is the mean degree of attention to the aggregate component of real marginal costs, the
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The intuition behind aggregate RER dependence in (28) can be understood in two steps.
First, the aggregate prices serve as the default value in firms’ pricing decisions. In the
behavioral economics literature, the default value is defined as the value on which economic
agents rely in their decisions when paying no attention to the state of the economy. In other
words, it is “the value that spontaneously comes to mind with no thinking” (Gabaix, 2019,
p. 268). Here, firms choose the prior mean of prices over differentiated goods as the default
value. To illustrate this, consider the example of US firms selling their brands in US markets.
Noting that py;(&pi, mpy) represents the log deviation of the real price Py /P, from the

steady state, we can rewrite (17) as,
hlPHit: (1—m1H)1nPt—|—m1Hant, (29)

where we suppress the constant term arising from constant markups and maintain the as-
sumption of no real shocks. If mig = 0, In Py is fixed at its default value In P, (i.e., the
prior mean of all prices in the country). If 0 < myy < 1, firms start from the default value
and make a partial adjustment of Py to W;. As argued by Gabaix (2019), this is akin to the
psychology of “anchoring and adjustment,” a concept introduced by Tversky and Kahneman
(1974). At the opposite extreme, if m;y = 1, the firm’s nominal reset price is independent
of the default value.

Second, the dependence of good-level prices on aggregate prices leads to the dependence
of the good-level RER on the aggregate RER. Appendix A.5 shows that the nominal reset

prices for good i are given by:

opt
In P,

opt*
In P

(I=m)In P, +mlnW,, (30)
(1 =m)In P; +mln W}, (31)

Equations (30) and (31) result from the weighted average of the prices of domestic and
exported goods (i.e., the weighted average of In Py;; and In Pry for (30) and that of In P},
and In Pjy,, for (31)). However, they can also be interpreted as the weighted average of
aggregate prices and nominal wages. Denoting ¢;/ " as the real reset exchange rate for good
i, where ¢i7" = S, P7"" /P Appendix A.5 also shows that

Ing? = (1 —m)Ing,. (32)

average of miy and mip. Because 1/2 < w < 1 holds for 7 € [0,00), m = 1 occurs only if all US and
Canadian firms are fully attentive to the aggregate component of their marginal costs.
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In (32), when firms are less attentive to the aggregate components of real marginal costs,
nominal reset prices become more anchored to the default values given by the aggregate
price levels. As the dependence of nominal reset prices on aggregate prices increases, the
dependence of the real reset exchange rate on the aggregate RER also strengthens.”

As a result, behavioral inattention serves as a source of strategic complementarity in
models of pricing. Equations (30) and (31) will also resonate with readers familiar with
dynamic pricing in the presence of real rigidities, as discussed by Ball and Romer (1990), or
strategic complementarities, as analyzed by Woodford (2003).

Behavioral inattention to the aggregate component of real marginal costs affects the dy-
namic equation for the good-level RER in significant and subtle ways. In (27), a one-unit
increase in €} raises the good-level RER by A. However, in (28), it increases the good-level
RER by A x <1 + w) Since the good-level RER is also the basic building block of

—(1=m)(1-X)
the aggregate RER, it is instructive to aggregate In ¢;; over 7:8

A A

G SV Rk L gy g R VR (33)

Ing: =

which means that a one-unit increase in €} raises the aggregate RER by A\/[1—(1—m)(1—\)].
Through strategic complementarities, the increase in the aggregate RER further amplifies the
good-level RER, depending on the degree of attention m.

Crucini et al. (2010b, 2013) extended the Kehoe and Midrigan (2007) model to incorporate

idiosyncratic real productivity shocks. Their model with full attention implies:
Ing = Alngy_1 + Aef + (1 = X)(1 — Xo)vel,. (34)

This equation is a special case of (26) with m = 1. Furthermore, ) = wmaog — (1 — w)maop =
2w—1 holds because myy = maop = 1. A strictly positive trade cost (i.e., 7 > 0) leads to home
bias (w > 1/2) in the price indexes.'® Since the trade cost ensures that 1) = 2w — 1 is strictly

positive, this friction allows the real shock ¢}, to affect the good-level RER. To understand

1"Blanco and Cravino (2020) examine RERs using only newly reset prices and find that fluctuations in
the aggregate real reset exchange rate are strongly correlated with the aggregate RER. When m < 1, (32) is
consistent with their empirical finding.

18To derive (33), we integrate (26) across good i. In aggregation, filzo Ing;di = Ing, holds from the
definition of the good-level RER. From the definition of g;;, Ing;s = Ing; + Inp}, — Inp;;,. For US real prices,
the integral of the real prices over ¢ is zero because filzo Inp;edi = filzo In P;ydi — In Py = 0. The same result
holds for the Canadian real price so that fil:o Inpj,di = 0. These results lead to filzo Ing;;di = Ingq;. The
resulting equation is Ing: = Alng—1 + (1 — A)(1 —m) Ing; + Ae}. Simplifying the above equation, we obtain
33).
( 12’Home bias is reflected in the weighted average of the optimal reset prices. See (25).
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the role of real shocks, again recall that Ing; = InS; + In P}, — In P;;. Positive productivity
shocks in US firms producing good ¢ reduce both P; and F;; because these firms sell their
goods in both countries. However, the expenditure home bias generated by trade costs means
that productivity gains in the US generate larger reductions in the cost of expenditure for
US consumers than their Canadian counterparts, decreasing P;; more than P}, leading to an
increase in @;;.

Behavioral inattention to the idiosyncratic component of real marginal costs does not
significantly affect the structure of the dynamic equation. In particular, even if mqoy and
mep are less than one, no new term appears on the right-hand side of (26). Moreover, (33)
continues to hold regardless of the degree of attention to the idiosyncratic component. In
the process of aggregating the good-level RERs, all idiosyncratic real shocks are washed out
in the integral over ¢ because filzo endi = 0. In what follows, we focus mainly on a firm’s
attention to the aggregate component of real marginal costs.

The emphasis on attention to the aggregate component can be justified for at least three
reasons. First, idiosyncratic shocks tend to exhibit much larger variations than aggregate
shocks. Using the example of US firms selling their brands in US markets, this relationship
implies that myy is much closer to one than my.2° Indeed, m;ig = Njg/(Ajg + k), and
Ay increases with the volatility of shocks (see (21) and (22)). Second, firms may incur
lower costs in paying attention to their idiosyncratic productivity than to macroeconomic
variables because idiosyncratic productivity is firm-specific internal information. In this case,
Ko (for idiosyncratic variables) may be much lower than s, (for aggregate variables), again
implying that myy is much closer to one than m;y.2! Third, focusing on firms’ attention
to the aggregate component is convenient for examining the validity of our model. In the
empirical analysis, we will test the null hypothesis that the good-level RER is independent
of the aggregate RER based on (26). Within the context of our model, aggregate RER
independence corresponds to full attention to the aggregate component of real marginal costs.
However, under our conjecture that firms’ attention to the idiosyncratic component of real
marginal costs is closer to full attention than to the aggregate component, full attention to the
aggregate component automatically implies full attention to the idiosyncratic component. In
other words, acceptance of the null hypothesis can be interpreted as evidence of full attention

to all variables.

20In their rational inattention model, Mac¢kowiak and Wiederholt (2009) emphasize this result due to
difference in variations between aggregate and idiosyncratic shocks. In Section 6.3, we will discuss similarities
between the two models of inattention.

21The solution for m;p implies that the condition for mog > mipg is ko /Aoy < K1/A1g. Therefore, if we
allow for ko < k1 in addition to Asy > Ajg, then moy > myy is more likely to hold.
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To summarize, behavioral inattention to the aggregate component of real marginal costs
generates a new term that affects the good-level RER, namely, the aggregate RER. This new
term arises because inattentive firms refer to aggregate prices as default values in their pricing.
As such, behavioral inattention of firms serves as a source of strategic complementarity.
The model with Calvo pricing for the good-level and aggregate RERs has been theoretically
developed and empirically assessed by Kehoe and Midrigan (2007), Crucini et al. (2010b,
2013), and many others. However, these previous studies do not focus on aggregate RER

dependence.

4 Empirical Results

This section develops a formal test of aggregate RER independence and provides strong
evidence against the null hypothesis of aggregate RER independence. In addition, we estimate

the degree of attention using good-level RER data.

4.1 A test for aggregate RER independence

We derive a panel regression model to test for aggregate RER independence. Define In g;; =
Ingy — Alngy_1 — AAIn S, = In |q;/ (qit_lSt/St_l))‘] and Ing; = (1 — N Ing, = In(q:/q).
In addition, we can replace the nominal shock e} with AlnS; because the NER follows a

random walk with an increment €}. Consequently, we can rewrite (26) as
Ingy =1 —m)Ing + (1 — N)(1 — \)el,. (35)
Our panel regression is given by
Ingy =a+ BIng + ' Xy + i, (36)

where «, 8, and ~ are regression coefficients, X;; is a vector of control variables, and u; is
the error term. To implement the regression, we rely on empirical estimates of A to construct
In gy and Ing. The error term u; = (1 — A)(1 — \d)vel, arises from an i.i.d. real shock and
is uncorrelated with the regressor Ing; = (1 — A\)Ing; because €}, does not appear in (33).
Therefore, we estimate (36) using ordinary least squares (OLS). The control variables X
include time-invariant fixed effects and other time-varying components.

A test of the null hypothesis of 5 = 0 serves as a test for aggregate RER independence. In

our model of behavioral inattention, m = 1 implies § = 0, and rejecting the null hypothesis
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suggests a rejection of full attention. In addition, the degree of attention, m, can be estimated

from 7 = 1 — 3, where 3 is the OLS estimator of 3.22

Generalizations The benchmark regression analysis can be generalized in two important
ways.

First, the stochastic process for labor productivity can be generalized to include an ag-
gregate country-specific shock, n;, in addition to the idiosyncratic shock of the benchmark
model, . Because country-specific shocks are not washed out by aggregation, regression
(36) requires modification. For example, if n; and n; each follow an AR(1) process with the

same AR coefficient p,, a new control variable emerges:

(1 —=X)(1—Xd)
1 — Xop,

Ingi = (1 —m)Ing + e+ (1= X1 = A0)ey, (37)
where 7; denotes productivity differentials and is given by n; = n, —n;. A similar equation
can be derived even if additional lags are introduced into the stochastic process for the
country-specific component.

Second, we relax the assumption of a common A and allow for heterogeneity in price
stickiness when testing the null hypothesis of 3 = 0. Specifically, we replace A with \; and
apply the following transformations: In¢g; = Ing;; — A\;jIng;—1 — \;AIn S, for the dependent
variable in the regression, and In gl = (1 — );) In ¢ for the explanatory variable.

As a methodological remark, we emphasize that our regression is robust to the presence
of behavioral inattention to the idiosyncratic component of real marginal costs because the
structure of the dynamic equation remains unchanged. While behavioral inattention to the
idiosyncratic component affects 1) (= wmoy — (1 —w)map), the value of 9 is entirely innocuous

for testing aggregate RER independence.

4.2 Data

We use retail price data from the Worldwide Cost of Living Survey compiled by the Economist
Intelligence Unit (EIU), which conducts an extensive annual survey of international retail
prices across a wide range of cities. The survey reports prices of individual goods in local cur-

rency terms, collected by a single agency in a consistent manner over time. The coverage of

2ZNote that because the NER is the common driving force of the good-level and aggregate RERs (In ¢;; and
In ¢¢), the two variables are expected to be highly correlated. In our regression, however, both the aggregate
and good-level RERs are modified so that the two variables (Ing;; and Ing;) are correlated only when the
degree of attention is less than unity.
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goods and services is substantial in breadth and thus overlaps with the typical urban consump-
tion basket tabulated by national statistical agencies.?? Recent studies that use these data
include Engel and Rogers (2004), Crucini and Shintani (2008), Bergin et al. (2013), Crucini
and Yilmazkuday (2014), Andrade and Zachariadis (2016), Crucini and Landry (2019), and
Crucini and Telmer (2020).

4.2.1 Countries of focus

Since our method requires reliable estimates of the frequency of good-level price changes, the
cross-country scope of our empirical work is limited by the available data and studies to the
US—Canadian city pairs and UK-Euro area city pairs. These combinations represent two of
the most integrated trading regions in the world, as well as comparable monetary institutions.

For the US—Canadian city pairs, the data include prices for 274 goods and services across
multiple cities from 1990 to 2015. The dataset covers 16 US cities and 4 Canadian cities.?*
This results in 64 unique cross-border city pairs. However, because some US cities have
substantial missing values in the early 1990s, the dataset constitutes an unbalanced panel.?®
Despite these gaps, the total number of observations available for our regressions exceeds
350,000. For the UK-FEuro area city pairs, the dataset includes two UK cities and 18 cities
from the Euro area.?® The dataset covers 301 goods and services from 1990 to 2015. As in
the case of US—Canadian city pairs, the panel is unbalanced. Nevertheless, the number of
observations from the 36 UK—Euro area city pairs exceeds 200,000.

We compute the bilateral good-level RERs ¢;;; for each year (¢ = 1990, ...,2015), each
good (i = 1,2, ...), and each international city pair (j = 1,2, ...). The prices used to construct
the good-level RERs are the prices in a city expressed in the local currency unit. We use the
spot NERs from the EIU data to convert prices to common currency units. The EIU records
the NER vis-a-vis the US dollar at the end of the week of the price survey. Thus, the NER

23See Rogers (2007) for a detailed comparison between the EIU data and CPI data from national statistical
agencies.

24The US cities are Atlanta, Boston, Chicago, Cleveland, Detroit, Honolulu, Houston, Lexington, Los An-
geles, Miami, Minneapolis, New York, Pittsburgh, San Francisco, Seattle, and Washington DC. The Canadian
cities are Calgary, Montreal, Toronto, and Vancouver.

25In particular, the survey data in 1990 and 1991 do not include price data for Honolulu. Additionally,
Lexington and Minneapolis were only included in the city list starting in 1998.

26The UK cities are London and Manchester. The Euro area cities are Amsterdam, Barcelona, Berlin,
Brussels, Dublin, Dusseldorf, Frankfurt, Hamburg, Helsinki, Lisbon, Luxembourg, Lyon, Madrid, Milan,
Munich, Paris, Rome, and Vienna. We exclude Athens due to inflation often exceeding 10 percent in the
1990s prior to Euro adoption, which were substantially higher than in other Euro area countries. Likewise,
we exclude Bratislava because the Slovak koruna appreciated significantly against the UK pound before the
Euro was adopted in 2009.
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may not necessarily be common across cities in the same country if the timing of the price
survey differs across cities. We confirm that the timings of the price survey in Calgary differ
from those in the remaining Canadian cities from 2003 to 2014.2” The NERs of cities within
other countries are common in the EIU data. For our regressions and empirical tests that
follow, we augment ¢;;; with the aggregate RER computed from the official CPIs, which the
EIU also reports.

Figure 1 plots two kernel density estimates of the bilateral good-level RERs pooling all
goods and services: one for the first year of the sample (1990) and the other for the last year
(2015). The upper panel of the figure shows the distribution of the good-level RERs for the
US—Canadian city pairs, while the lower panel displays the distribution for the UK—Euro area
city pairs.

When we allow for a country-specific shock in labor productivity, it is necessary to control
for the difference in the country-specific components of labor productivity, n; = n. — n;, as
it appears in (37). As a proxy for n;, we use the difference in real GDP per hour worked
between the two countries, obtained from OFECD.Stat.

4.2.2 Frequencies of price adjustment

We calibrate A and construct In g;;; and In g; in (36). To compute the value of A, we transform
the monthly frequencies of price changes reported in previous studies into the infrequencies
of price changes at an annual rate. Let f denote the monthly frequency of price changes.
Nakamura and Steinsson (2008) report that the median frequency of price changes in the US
consumer prices is 8.7 percent per month. Given this value, we set f = 0.087. Under our
assumptions of sticky prices, the probability that a price remains unchanged for 12 months
is (1 — f)™. Hence, A = (1 — f)? = (1 —0.087)'? = 0.34. We then use A\ = 0.34 to construct
Ingjy =Ing; —Alngjji—1 —AAIn S, and Ing, = (1 — A) Ing, for the US-Canadian city pairs.
For the UK—Euro area city pairs, we rely on Gautier et al. (2024), who find that the average
frequency of price changes is 8.5 percent for consumer prices across 11 Euro area countries.?®
This implies a value of A = (1 —0.085)'? = 0.34 for the UK-Euro area city pairs as well. For
descriptive statistics of In g;;; and In ¢;, see Appendix A.6.

When allowing for heterogeneity in the frequency of price changes, we require good-

specific frequencies of price changes. For the US-Canadian city pairs, we use the monthly

27 As we discuss later, we adjust our regressions to account for this difference in timing.

28Both Nakamura and Steinsson (2008) and Gautier et al. (2024) exclude the effects of sales when calcu-
lating the frequencies of price changes. In addition, Nakamura and Steinsson (2008) also adjust for product
substitutions.
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frequencies reported in Nakamura and Steinsson (2008), which are based on the Entry Level
Item (ELI) classification of the US CPI. We match goods and services in the EIU data to the
ELI categories and assign the corresponding monthly frequency of Nakamura and Steinsson
(2008) to goods and services in the EIU data. For the UK-Euro area city pairs, we use
good-specific monthly frequencies calculated by Gautier et al. (2024). These frequencies
are based on the Classification of Individual Consumption by Purpose (COICOP) and are
aggregated using the country weights of Euro area consumer prices. We assign the COICOP-
level frequencies at the five-digit level to the corresponding goods and services in the EIU
data.

Figure 2 shows the distribution of the monthly frequencies of price changes after matching
goods and services in the CPI with those in the EIU data. The upper panel presents the
histogram and kernel density estimates of the frequencies used for the US-Canadian city
pairs, while the lower panel presents those used for the UK—Euro area city pairs. Overall,
the distributions are right-skewed, exhibiting substantial heterogeneity. The shape of the
distribution of frequencies of price changes for the US—Canadian city pairs closely resembles
that reported in Nakamura and Steinsson (2013). The number of available frequencies is
274, with a standard deviation of 13.0 percent, ranging from a minimum of 2.4 percent
to a maximum of 88.6 percent. Many goods and services (approximately 23 percent) have
a frequency below 5 percent per month. For example, the EIU items “Man’s haircut (tips
included)” and “Woman’s cut & blow dry (tips included).” At the same time, the distribution
has a long right tail extending up to approximately 90 percent per month, as seen in the EIU
item “Regular unleaded petrol.” The distribution of frequencies of price changes for the
UK-Euro area city pairs also exhibits considerable heterogeneity. The number of available
frequencies is 236, with a standard deviation of 10.2 percent, ranging from a minimum of 1.5
percent to a maximum of 45.0 percent.?

We construct the data for In gy = Ingijs — \iIngije—1 — MAIn S, and Ing = (1 — \;) Ing.
In calibrating \;, we apply the same formula to the good-specific monthly frequencies of
price changes: \; = (1 — f;)'?, where f; denotes the good-specific monthly frequency of price
changes. Appendix A.6 reports the corresponding descriptive statistics of Ing;;; and In g,

allowing us to compare these variables with those constructed under a common .

P Gautier et al. (2024) do not report the frequency of price changes for the item corresponding to the
EIU item “Regular unleaded petrol.” In the UK-Euro area data, the items with the most flexible prices are
vegetables.
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4.3 Estimation results

Table 1 provides the estimation results of (36) for testing aggregate RER independence. The
left panel shows the results for the US—Canadian city pairs, while the right panel presents
those for the UK—Euro area city pairs. The table reports the estimated coefficients on In ¢
along with their standard errors. By default, we include good-specific fixed effects in the
regressions. This is because variations in good-specific fixed effects are substantially larger
in LOP deviations than in city-pair-specific fixed effects.?® For robustness, we additionally
allow for the inclusion of city-pair-specific fixed effects and/or control for the country-specific
component of labor productivity, 7], as motivated by (37). In regressions for the US-Canadian
city pairs, we also control for the difference in the timing of the price survey in Calgary by
including dummy variables that take the value of one if a city pair involves Calgary in any
year from 2003 to 2014.3!

Overall, ,@ is approximately 0.85. The standard error of the coefficient indicates a strong
rejection of the null hypothesis 5 = 0 in favor of the alternative 8 > 0.3? Interpreted through
the lens of our theoretical model, the estimated degree of attention, m = 1— B , is around 0.15,
suggesting that firms are not fully attentive to the aggregate components of real marginal
costs when making their pricing decisions. A comparison between the left and right panels
reveals that the estimated coefficients on In ¢, for the US—Canadian city pairs are close to
those for the UK—Euro area city pairs. Taking specification (1) as an example, the first row
of Table 1 shows that the estimated 3 is 0.84 for the US—Canadian city pairs, whereas it is
0.86 for the UK-Euro area city pairs. In terms of the degrees of attention, m = 0.16 in the
US—Canadian city pairs and m = 0.14 in the UK-Euro area city pairs (see the bottom of the
table). Our results on the test for aggregate RER independence are robust to the inclusion
of city-pair-specific fixed effects (see specifications (2) and (4)) and to controlling for the log

difference in labor productivity (see specifications (3) and (4)).%

30Crucini and Telmer (2020) emphasize the importance of good-specific fixed effects using an analysis of
variance on the EIU data.

31The difference in the timing of the price survey causes the aggregate RER to become city-pair- and year-
specific. More precisely, let ¢© and SF denote the aggregate RER and the NER for a city pair k that includes
Calgary in a given year from 2003 to 2014. Here, Ing} is given by Ing’ = In SF + In P} — In P;, which can
be rewritten as Ing¥ = (In S¥ — InS;) + In¢g;. Likewise, In qut = (In S —In S;) + Ing;;s, where the variables
without the superscript k£ are variables in the other city pairs. Thus, these dummy variables control for the
term In S¥ — In S; that arises due to the difference in survey timing in Calgary.

32We report standard errors clustered by goods, but the null hypothesis is also rejected when standard
errors are clustered by city pairs or years. Likewise, our main findings are robust even when we replace A
with values reported in previous studies on price dynamics, such as Bils and Klenow (2004) and Klenow and
Kryvtsov (2008) for the US-Canadian city pairs, and Alvarez et al. (2006) for the UK-Euro area city pairs.

33 Although we do not report the results here to conserve space, we also estimate a specification including
fixed effects specific to both good i and city pair j, and find that the estimated § remains effectively unchanged.
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Table 2 presents the estimation results when we drop the assumption of a common A across

34 Even when good-specific

goods and instead allow for heterogeneity in price stickiness.
degrees of price stickiness are considered, the null hypothesis § = 0 is again significantly
rejected. Regarding the estimated degrees of attention, m tends to decline when we allow
for heterogeneity in price stickiness. For instance, under specification (1), m decreases from
0.16 to 0.11 for the US-Canadian city pairs and from 0.14 to 0.13 for the UK-Euro area city
pairs.

We confirm that the rejection of the null hypothesis is robust. In Appendix A.7, we allow
for a more general constant-relative-risk-aversion (CRRA) form in preferences. In this case,
the estimation equation becomes more complex, and hypothesis testing requires the use of
an instrumental variables estimator.?® Appendix A.7 derives the estimation equation and
presents the empirical results.

As an alternative robustness check, we also regress In ¢;; directly on In ¢, including In g;;_,

and Aln.S; as additional regressors. The estimation equation is given by
Ingy = a+ Blng + ' X + uir, (38)

where /3 in (38) corresponds to (1—m)(1—\) in (26). The control variables Xj; in (38) include
Ing;—1 and AlnS;. Note that 8 = (1 —m)(1 — \) = 0 corresponds to m = 1, provided that
A < 1. Therefore, a test of 5 = 0 against S > 0 in (38) allows us to assess whether the data
support full attention. Appendix A.8 provides further details on the empirical results.

Finally, we examine how intercity distance affects the estimation results. Greater distance
tends to raise RER volatility, which may influence the estimate of m and hypothesis testing.
To address this concern, we divide the sample by distance and test the null § = 0 within
each group. We also exclude city pairs below the 5th or above the 95th distance percentile.
Even then, the estimate of m and the test results remain largely unchanged. See Appendix
A9 for details.

34See also Crucini et al. (2010a, 2010b, 2013), Hickey and Jacks (2011), and Elberg (2016), who emphasize
heterogeneity in price stickiness in research on the LOP.

35Under the more general CRRA form, firms form expectations about the entire future path of labor
supply from the time of price setting to the infinite future. As a result, the estimation equation includes
one-period-ahead good-level and aggregate RERs, which leads to endogeneity due to the correlation between
the explanatory variables and the forecast errors in the error term.

36See Engel and Rogers (1996) and Crucini et al. (2010b).
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5 Explaining the PPP puzzle

We turn to the implications of our finding of aggregate RER dependence for the PPP puzzle.

5.1 Persistence of the aggregate RER

Let p, be the first-order autocorrelation of aggregate RERs. Because the AR coefficient in

(33) corresponds to the first-order autocorrelation, let us rewrite (33) as:

Ing = pgIngi—1 + peey, (39)

where p, = A/[1 — (1 —m)(1 — \)]. In the following proposition, we now discuss Rogoft’s
(1996) PPP puzzle.

Proposition 2 Under the same assumptions as in Proposition 1,
Pq = A, (40)

provided m € (0,1] and X € (0,1). The equality holds if and only if m = 1.

Proof. It follows from the fact that (1 —m)(1 — A) < 1, where (40) holds with the equality
ifand onlyifm=1. m

Proposition 2 suggests that behavioral inattention helps resolve Rogoft’s (1996) PPP
puzzle. Specifically, the aggregate RER exhibits greater persistence than implied by the
degree of price stickiness. Without behavioral inattention (i.e., m = 1), p, is equal to .
When firms are inattentive (i.e., m < 1), p, becomes strictly greater than A. Therefore,
even when nominal frictions are small, the model with a small m can account for a highly
persistent aggregate RER.

We rule out the possibility that firms are completely inattentive to the aggregate com-
ponent of real marginal costs (i.e., m = 0). In the limiting case where m approaches 0, p,
converges to 1, making the aggregate RER identical to the NER, which follows a random
walk. However, such equivalence is never observed in the data. The same equivalence arises
under fixed prices (i.e., A = 1), which is why we exclude A = 1 as well as m = 0 in Propositions
1 and 2.

We also rule out the case of flexible prices (i.e., A = 0) because (39) suggests that A =0
leads to no PPP deviations, even in the short run (i.e., Ing; = 0 for all ¢). Thus, our model

requires nominal rigidities as an external source of aggregate RER persistence. This feature
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of our model aligns with the concept of real rigidities in Ball and Romer (1990) and strategic
complementarity in Woodford (2003). Using a closed-economy model, Ball and Romer (1990)
show that real rigidities alone are insufficient to generate real effects of nominal shocks. They
argue that a combination of real rigidities and a small friction in nominal price adjustment
is crucial for nominal shocks to have real effects. Similarly, in our model, the combination
of behavioral inattention and nominal price adjustment frictions is essential for generating a
persistent aggregate RER.

Figure 3 shows how the persistence of the aggregate RER varies with changes in m. The
left panel plots p, against m € (0,1], with A set to 0.34. For reference, the figure also
includes the line representing the lower bound of p,, given by A = 0.34. Starting from p, = A
when m = 1, p, increases monotonically as m decreases. Persistence approaches unity as m
approaches zero. The right panel illustrates the p, to A ratio, defined as:

Pq 1

N IS m (41)

This ratio captures the extent to which inattention amplifies the persistence of the aggregate
RER that would be explained solely by nominal rigidities under full attention. The figure
shows that the p, to A ratio can be quite large, depending on the value of m.

The estimated degrees of attention suggest that behavioral inattention makes PPP devi-
ations more than twice as persistent as predicted by price stickiness alone. In the left panel
of Figure 3, p, = 0.34 when m = 1. However, the same panel shows that p, = 0.76 when we
use m = 0.16 from specification (1) in Table 1 as the calibrated value for US-Canadian city
pairs. The right panel of the figure also indicates that this calibrated value yields a p, to A
ratio exceeding two. In particular, the ratio is 2.24 when m = 0.16. When we instead use
m = 0.14 from specification (1) in Table 1 for the UK-Euro area city pairs, p, rises to 0.79,
and the corresponding p, to A ratio is 2.31.

Let us evaluate the persistence of the aggregate RER in terms of the half-life. The upper
panel of Table 3 compares the predicted half-lives of the aggregate RER with those observed
in our data, computed using the standard formula —In(2)/Inp,. Using the aggregate RER
employed in our regressions, we estimate half-lives from an AR(1) model for Ing;. As shown
in the third column (headed “Data”), the observed half-life for the US—Canadian city pairs
is 4.92 years. The aggregate RER for the UK-Euro area city pairs exhibits a shorter half-life
of 2.40 years.’"

37Note that we have multiple aggregate RERs for the UK-Euro area city pairs because CPIs vary across
Euro area countries. The half-life of 2.40 years reported in Table 3 represents the mean of the estimated
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How much can the estimated degree of attention explain the observed half-life of the
aggregate RER? For US—Canadian city pairs, the predicted half-life is 2.62 years when using
m = 0.16 (see the first row of the upper panel of Table 3). To account for estimation
uncertainty, we also report the 95 percent confidence interval based on the standard errors of
m. Using the lower and upper bounds of this confidence interval, the predicted half-life ranges
from 1.99 to 4.01 years. Thus, under m = 0.16, the predicted half-life is slightly shorter than
the observed half-life of 4.92 years for US—Canadian city pairs. However, recall that when
allowing for heterogeneity in price stickiness, the estimated m decreases from 0.16 to 0.11.
In this case, the predicted half-life extends to 3.70 years, with a range of 2.52 to 7.61 years,
which includes the observed half-life of 4.92 years (see the second row of the upper panel).

For the UK-Euro area city pairs, the predicted half-life is 2.81 years, ranging from 1.90
to 6.13 years, when we use m = 0.14 (see the third row of the upper panel of Table 3).
The predicted half-life exceeds the observed half-life of 2.40 years. However, the 95 percent
confidence interval includes the observed value. Therefore, the model successfully accounts
for the observed half-life for the UK-Euro area city pairs. Since m decreases only slightly
from 0.14 to 0.13 when incorporating the good-specific degree of price stickiness, the model
continues to account for the observed half-life for the UK-Euro area city pairs.

We emphasize that the model of behavioral inattention outperforms the model with full
attention. When m = 1, the first-order autocorrelation of the aggregate RER is only 0.34, as
pq = A = 0.34. This low persistence of the aggregate RER results in a significantly shorter
half-life of 0.64 years compared to the case where m < 1.

Using the half-lives obtained here, we can calculate the relative contribution of heterogene-
ity in price stickiness to the total increase in half-lives. Based on the estimate using a common
A (m = 0.16), the half-life is extended by 1.98 (= 2.62 —0.64) years for the US—-Canadian city
pairs. By using the estimate that allows for heterogeneity in price stickiness (m = 0.11), the
half-life is further extended by 1.08 (= 3.70—2.62) years. Therefore, the contribution of incor-
porating heterogeneity in price stickiness is approximately 35.5 (~ 100 x 1.08/(1.98 + 1.08))
percent. A similar calculation for UK-Euro area city pairs results in a contribution of ap-
proximately 7.9 percent.

Figure 4 reconfirms the improvement in predicted half-lives based on the impulse response
function. Here, the impulse response functions represent the response of the aggregate RER
to a nominal shock. The sign of the nominal shock is chosen such that the aggregate RER

depreciates on impact. For comparison, initial responses are normalized to unity.®® In the

half-lives for each country pair to which the UK-Euro area city pairs belong.
38Note that the impulse response function of the aggregate RER can be derived from the AR(1) process

29



figure, the point of intersection between the horizontal line at 0.5 and the impulse response
function for each case allows us to identify the half-life graphically. Compared to the model
with full attention (m = 1, represented by the line with asterisks), the point of intersection
shifts further to the right in the cases of m = 0.11 (an estimate for the US—Canadian city
pairs, represented by the line with pluses) and m = 0.13 (an estimate for the UK-Euro
area city pairs, represented by the line with circles), indicating that the model of behavioral

inattention predicts significantly longer half-lives.

5.2 Persistence of the good-level RER

We next turn to the good-level RER. Let p,; denote the first-order autocorrelation of the good-
level RER. The following proposition characterizes the relationship between the persistence

of good-level RERs and that of the aggregate RER, as predicted by the model.

Proposition 3 Under the same assumptions as in Proposition 1

Pq = Pais (42)
provided m € (0,1], A € (0,1), and 0,/0, € (0,00). The equality holds if m =1 or ¢ = 0.

Proof. See Appendix A.10. =

Proposition 3 shows that in the standard model under full attention (i.e., m = 1), the
predicted persistence of the aggregate RER equals that of good-level RERs, which contra-
dicts the data. However, the proposition also shows that the model of behavioral inattention
(i.e., m < 1) can account for the puzzling fact that the aggregate RER is significantly more
persistent than good-level RERs. Notably, we obtain this result without relying on the “ag-
gregation bias” identified by Imbs et al. (2005). They emphasize that heterogeneity in the
persistence of good-level RERs creates an upward bias in the persistence of the aggregate
RER. Using multisector sticky-price models with heterogeneity in price stickiness, Carvalho
and Nechio (2011) successfully account for this upward bias. In contrast, our model delib-
erately assumes homogeneity in persistence across goods. Nevertheless, it can qualitatively
explain the gap in persistence between the aggregate and good-level RERs.

In our model, two parameters, m and v, play a crucial role in explaining this gap. Their

(39).

30



role can be further examined through the p, to py ratio, defined as:

- = A (43)

where

P AP { 1= 0= m - VPP - 22 } 22 (Z—) cl0.00)  (44)

The derivation is provided in Appendix A.10. From these equations, it follows that the
pq tO pgi ratio is strictly greater than one as long as firms are inattentive to the aggregate
component of real marginal costs and real shocks are present in (26). In (43), behavioral
inattention, namely m < 1, is necessary to increase the p, to p, ratio. However, behavioral
inattention alone is not sufficient to generate the gap between p, and p,. Recall that, if ¢ is
nonzero, real shocks matters for the good-level RER in (26). If /* > 0, A is always positive
in (44), reducing the denominator of (43) to a value less than one. Intuitively, a nonzero
ensures that i.i.d. real shocks in (26) reduce the persistence of good-level RERs;, leading to
Pa/ Pgi > 1.

To assess the effect of m and 1 on the gap between p, and p,;, we calibrate the parameters
in (43) and (44). We set 7 to 74 percent and ¢ to 4, based on Anderson and van Wincoop
(2004) and Broda and Weinstein (2006), respectively.3*1? Using these values, we obtain a
home bias parameter w of 0.84, which is broadly consistent with values reported in the
literature.#! As discussed in Section 3, the degree of attention to the idiosyncratic component
is likely close to unity. Thus, we simply assume full attention to the idiosyncratic component
of real marginal costs (i.e., mog = mop = 1), resulting in ¢» = 0.68. We later consider an
alternative value of ¢ to evaluate its effect on the persistence of good-level RERs. We set
0./0, = 5, which Crucini et al. (2013, p. 64) suggest is a plausible value based on sectoral
RER data. The household discount factor ¢ is set to 0.98, and the degree of price stickiness
A is again set to 0.34.

Figure 5 illustrates the extent to which the good-level RER becomes less persistent than

39Using US data, Anderson and van Wincoop (2004) estimate transportation costs at 21 percent and
border-related trade barriers at 44 percent. Based on these values, they calculate total international trade
costs as 0.74(=1.21 x 1.44 — 1).

40Broda and Weinstein (2006) report that the median elasticities of substitution during 1990 - 2001 are
3.1 at the seven-digit level of the Standard International Trade Classification (SITC) and 2.7 at the five-digit
level.

41For example, Chari et al. (2002, p. 546) set the home bias parameter at 0.76, while Steinsson (2008, p.
525) sets it at 0.94.
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the aggregate RER as a function of m. The left panel plots p, and p,; against m with a solid
line and a dashed line, respectively. The former is the same as that in Figure 3. Without
behavioral inattention (i.e., m = 1), p, = pu = A(= 0.34), meaning that the two curves
intersect at their lower bound, \. When m deviates from unity, the curve for p,; falls below
that of p,, provided that v is nonzero. Furthermore, as previously discussed, p, converges to
1 in the limiting case of m — 0. Equation (44) indicates that A converges to zero as m — 0.
Since (43) and A — 0 imply p,/pei — 1, pyi also converges to 1. The right panel plots the p,
to pg; ratio against m with a solid line. In the same panel, a dashed-dotted line represents
the p, to pg; ratio when 9 is set to 0.34, half of its baseline value of 0.68. The panel indicates
that both curves are hump shaped, with the ratios reaching a value of one at both ends of
m € (0,1]. However, the dashed-dotted line lies below the solid line because a smaller v
weakens the effect of real shocks in reducing the persistence of the good-level RER.

The estimated degrees of attention suggest that inattention reduces the persistence of the
good-level RER to less than two-thirds of that of the aggregate RER. Suppose that m = 0.16,
the estimated degree of attention for US-Canadian city pairs. The left panel of Figure 5 shows
that p, is 0.49, whereas p, is 0.76. The solid line in the right panel indicates that the p,
to pg ratio is 1.55. Equivalently, p,; is less than two-thirds of p, (i.e., 0.49/0.76 < 2/3).
Similar results hold for the estimated degree of attention in UK—Euro area city pairs. When
m = 0.14, p,; = 0.51 and p, = 0.79. Thus, our model predicts that p, is also less than
two-thirds of p, (0.51/0.79 < 2/3) for UK-Euro area city pairs.

The lower panel of Table 3 presents the predicted half-lives of the good-level RER under
the estimated degrees of attention. The second column of the table also provides the ranges
of the predicted half-lives, allowing for estimation uncertainty. For comparison, the rightmost
column reports the median half-lives of the good-level RERs estimated from our dataset.*?
In the data from 1990 to 2015, we find that the half-life of the median good is 1.61 years for
the US—Canadian city pairs and 1.18 years for the UK—Euro area city pairs, both of which are
much shorter than the half-lives of the aggregate RER shown in the corresponding column of
the upper panel. The estimated half-lives are also consistent with previous studies using EIU
data. For example, Crucini and Shintani (2008) find that the half-life of the median good
ranges from 1.03 to 1.61 years based on EIU data from 1990 to 2005. Bergin et al. (2013)

42We estimate the panel AR(1) model for In g;;; for each good i, using the generalized method of moments
estimator of Arellano and Bond (1991). The estimated AR(1) coefficient is then transformed into the half-life.
Typically, the good-by-good panel consists of more than 1,400 observations for the US—Canadian city pairs
and more than 700 observations for the UK—Euro area city pairs. The median half-lives reported in Table
3 are based on half-lives estimated from panels with more than 500 observations for the US—Canadian city
pairs and more than 250 observations for the UK-Euro area city pairs.
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also use EIU data to construct good-level RERs from 1990 to 2007, and estimate an AR(1)
model showing an average half-life of 1.15 years.

How much can the estimated degree of attention explain the observed persistence of
good-level RERs? Similar to the case of the aggregate RER, m = 0.16 is not low enough to
fully account for the observed half-life of the good-level RER in the US-Canadian city pairs.
The predicted half-life is 0.98 years, and the 95 percent confidence interval is [0.85, 1.29] in
years. Thus, the predicted half-life is slightly shorter than the observed half-life of 1.61 years.
However, when allowing for heterogeneity in price stickiness by using m = 0.11, the model
predicts a half-life of 1.22 years. The 95 percent confidence interval of [0.96, 2.11], which
includes the observed half-life. For the UK—FEuro area city pairs, the predicted half-lives are
1.03 years under m = 0.14 and 1.07 years under m = 0.13. In both cases, the confidence
intervals include the observed half-life of 1.18 years, indicating that the model explains the
persistence of good-level RERs reasonably well.

We can again calculate the relative contribution of heterogeneity in price stickiness to
the total increase in half-lives. When m decreases from 1.00 to 0.16, behavioral inattention
extends the half-life of the good-level RER by 0.34 (= 0.98 —0.64) years for the US-Canadian
city pairs. By using the estimate that allows for heterogeneity in price stickiness (i =
0.11), the half-life of the good-level RER increases by 0.24 (= 1.22 — 0.98) years. Thus,
the contribution of incorporating heterogeneity in price stickiness is approximately 41.0 (&
100 x 0.24/(0.34 + 0.24)) percent. In contrast, the contribution is only 9.4 percent for the
UK-Euro area city pairs.

Before closing this section, two remarks are in order. First, Propositions 2 and 3 can be
combined to derive the p, to A ratio, which measures the amplification from A to pg. In
particular, using (41) and (43), we obtain

pi L= (L =m)(1—)\) 5

o 1—(1—m)(1—)\1)+A21’ (45)

where equality holds if and only if m = 1. In other words, as long as 0 < m < 1, the
persistence of the good-level RER exceeds A. This theoretical result is also consistent with
Kehoe and Midrigan’s (2007) empirical finding that the good-level RER is more persistent
than what is predicted solely by the degree of price stickiness. Together with the result from
(43), our model predicts the inequalities p, > pgi > A.

Second, our model of behavioral inattention can reproduce the findings of Bergin et al.

(2013), who analyze the persistence of the good-level RER conditional on shocks. Using a
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vector error correction model for each good, they find that the good-level RER is as persistent
as the aggregate RER, conditional on a macroeconomic shock. We can analyze the good-level
RER conditional on a macroeconomic shock by letting o, — 0. According to (44), o, — 0
implies A — 0. Therefore, (43) and (45) imply that p, = ps > A, which is consistent with
the empirical finding of Bergin et al. (2013).

6 Discussion

In this section, we compare the model of behavioral inattention to other potential explanations
of the PPP puzzle. We discuss three key related contributions in the literature and also show

the robustness of our model to the incorporation of a Taylor rule.

6.1 The model of roundabout production

Aggregate RER dependence arises from strategic complementarity. Naturally, the literature
on RERs has extensively incorporated this concept in different structural forms (e.g., Kehoe
and Midrigan, 2007, and Burstein and Gopinath, 2014). Basu (1995) develops a model of
roundabout production in which firms’ pricing is influenced by the aggregate prices due to
their impact on the cost of intermediate goods.*3 If a model with strategic complementar-
ity produces a similar dynamic equation for the good-level RER, our regression may face
difficulties in identifying our model from alternative ones. We address this concern in this
section.

Consider the US firm’s production function given by
Yir(2) = ag[Dir(2)] e (2)]7, 0<r<l, (46)

where I';;(z) denotes intermediate goods for brand z of good i. The parameter r represents
the degree of roundabout production. Since intermediate goods can also be consumed as
final goods, their price is the same as that of final goods, P,. The firm’s cost minimization
problem implies that the nominal marginal cost is 7Py W;"™" /a;;, where 7 = r~"(1 — )=~
Given that the prices of intermediate goods equal the aggregate prices, the resulting real

marginal cost is 7w, " /a;. Based on this real marginal cost, the US firm’s real profits from

43Firms’ pricing can also be influenced by the aggregate prices through alternative frameworks, such as
Kimball’s (1995) kinked demand curve and Bergin and Feenstra’s (2001) translog preferences. See also
Burstein and Gopinath (2014) for other specifications of strategic complementarity.
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selling brand z of good i in the US market are [py(2) — 7w, " /aicit(2) = {Piu(2) exp[pir(2)] —
Fwl " exp[(1 — )y — g peu(2).

Appendix A.11 derives the dynamic equation for the good-level RER:
Ingy = Angy_1 +rv(l —A)Ing + Xe? + (1 — A)(1 = X6)piPel, (47)

where v is a function of model parameters, including r, and ¥ = 2w—1, where a superscript
RP denotes roundabout production.**

Equation (47) shares a structural similarity with (26). Within the coefficient on the
aggregate RER, 1 — m, in (26) is replaced by rv. Analogous to the effect of a smaller m,
a larger r leads to a stronger correlation between the good-level RER and the aggregate
RER. Consequently, this results in more persistent RERs at both the aggregate and goods
levels. Furthermore, the test for aggregate RER independence can be conducted in the same
manner as in (36). Rejecting the null hypothesis of § = 0 implies a rejection of the absence
of roundabout production, as » = 0 would imply # = 0. This result has an important
implication for testing aggregate RER independence. Even if firms are fully attentive, the
data may still reject the null hypothesis of § = 0 in the presence of roundabout production.

Yet, we can still evaluate the model of roundabout production using the relationship that
rv in (47) corresponds to 5 in (36). Simulating rv with the parameter values calibrated in
the previous section, we evaluate whether the simulated rv matches the estimated [.

While we leave the details of the analysis to Appendix A.11, the simulated rv fails to
match the estimated 5. We employ an extremely large value of r = 0.99 that maximizes
the persistence of the aggregate RER in the model of roundabout production. Under our
parameter values, the simulated value of rv is only 0.55, which is much lower than the
estimated 5. Among the estimates of 5 in Tables 1 and 2, specification (2) of Table 1 for the
US—Canadian city pairs provides the lowest estimated value of 0.80, with a standard error of
0.03. The simulated value rv = 0.55 falls outside the 95 percent confidence interval, [0.75,
0.86]. This result sharply contrasts with the model of behavioral inattention, which can easily
accommodate the estimated 8 within the range of 0 < m < 1.

Figure 6 depicts the impulse response functions of the aggregate RER to a nominal shock,

comparing the model of roundabout production with that of behavioral inattention. The line

44 The parameter v is defined as v = (1 — A\6)yF /(1 — X661 ), where 0 is the first-order autocorrelation of
In ¢¢ in the model of roundabout production. Using the method of undetermined coefficients, we can show that

9, is given by 6, = [1/(2)0)] {1 FA20— (1= N1 = A)YEPr — [T+ 226 — (1 = N)(1 = \0)pRPr]2 — 4)\25}.
For further details, see Appendix A.11.
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with squares represents the impulse response function for the model of roundabout production
when r = 0.99. The line with pluses reproduces the impulse response function for the model
of behavioral inattention, using the estimate from the US—-Canadian city pairs (m = 0.11).
Additionally, the impulse response function with asterisks, replicated from Figure 4, repre-
sents the model of full attention (without roundabout production). As before, we simulate
the aggregate RER depreciation, normalized to unity on impact, and draw a horizontal line
at 0.5.

The model of roundabout production also fails to generate the observed half-life. Even
with r = 0.99, the half-life of the aggregate RER is only about 1.10 years.*> While the half-life
is slightly longer than that in the model of full attention, it remains considerably shorter than
the observed data. This result is consistent with Kehoe and Midrigan (2007) who extended
their baseline model with roundabout production. They argued that adding real rigidity
moves the theory in the right direction, but it is still far from the data. In contrast, the
model of behavioral inattention yields a much longer half-life of 3.74 years, which is more
consistent with empirical observations.

What drives the differences between the two models? In Appendix A.12, we derive the
optimal reset prices in nominal terms for both models. Suppressing constant terms, the

optimal reset prices in nominal terms are given by
InPyy = (1—mug)n P+ mig(l— M) i M) R In Wi, (48)
k=0
for the model of behavioral inattention, and
In Py = (1—\6) i ME, [rln Py + (1 — ) In Wiy (49)
k=0

for the model of roundabout production.*6

This difference between the two equations highlights why behavioral inattention is more
effective in addressing the PPP puzzle. To facilitate the comparison, we assume r = 1 —mg.
In this case, the two equations become identical when A = 0 or A = 1. However, when
0 < A < 1, the coefficient on In P; in the right-hand side of (48) is r, whereas that in (49)
is (1 — Ad)r. Since the former coefficient is strictly larger than the latter, the dependence

of the optimal reset price on the aggregate prices is stronger in (48). Consequently, the de-

45Under our model’s assumption, we can show that the aggregate RER follows an AR(1) process. The
first-order autocorrelation is only 0.53 even under r = 0.99.
46The appendix also shows that our model’s assumptions lead to (48) to (29).

36



gree of aggregate RER dependence also increases. This fact has been overlooked in previous
studies, as comparisons of models with strategic complementarity have typically relied on the
form of (49) (see Burstein and Gopinath, 2014). Thus, the framework of behavioral inatten-
tion introduces a new dimension to the literature on international pricing in macroeconomic

models.

6.2 Heterogeneity in price stickiness

In Section 5, we showed that while behavioral inattention significantly improves the prediction
of the half-life, the estimated degree of attention that allows for the heterogeneity in price
stickiness further improves the predictions. Especially in the US—Canadian city pairs, the
contribution of the heterogeneity in price stickiness to the increase in half-lives is nonnegligi-
ble. Out of the total improvement in prediction when considering both behavioral inattention
and the heterogeneity in price stickiness, the contribution of the latter is 35.5 percent for the
aggregate RER and 41.0 percent for the good-level RER. However, this relative contribution
only reflects the effect of heterogeneity in price stickiness when estimating m. We do not
consider the aggregation bias in multisector sticky-price models with heterogeneity in price
stickiness, as discussed in Carvalho and Nechio (2011).

Thus, a natural question arises: Can aggregation bias in multisector sticky-price models
alone explain the PPP puzzle? We argue that the answer is no because Carvalho and Nechio’s
(2011) results in the multisector model rely on the persistence of NER growth. In their model,
NER growth follows an AR(1) process:

AlnS; = pasAln S, + €7, (50)

with pas = 0.80 at a monthly frequency. However, as they acknowledge, this value of pas
is unrealistically high compared to what NER data suggest. They point out that “(f)or
pas ~ 0.35, the model falls short of generating as much persistence in real exchange rates as
in the data, even with heterogeneity in price stickiness” (Carvalho and Nechio, 2011, p. 2418).
In contrast, our model of behavioral inattention can fully explain the persistent aggregate
RER under the assumption of no persistence in NER growth (i.e., pas = 0).

We thus conclude that while the aggregation bias in sticky-price models may partially
explain the PPP puzzle, it is insufficient to fully account for it under the realistic stochastic
process of the NER. Beyond aggregation bias, an additional framework is needed to fill the

gap between the model and the data. Behavioral inattention could be a promising candidate
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for this role.

6.3 Rational inattention

While our discussion thus far has centered on Gabaix’s model of inattention, alternative mod-
els of inattention also deserve careful consideration. For example, Mac¢kowiak and Wiederholt
(2009) propose a model of rational inattention, in which firms allocate attention to noisy
signals about nominal aggregate demand and idiosyncratic productivity, subject to an in-
formation processing capacity constraint.*” In this section, given the conceptual similarities
between rational inattention models and our model, we connect our model to the literature
on rational inattention.

We first derive the dynamic equation for the good-level RER from the rational inattention
model of Mackowiak and Wiederholt (2009) in which firms choose nominal prices under
flexible prices and pay attention to stationary (or detrended) nominal aggregate demand. To
incorporate rational inattention into our two-country model, we follow their assumptions that
firms’ choice variable is nominal prices and set A = 0. Furthermore, while we maintain their
assumption that firms observe noisy signals about nominal aggregate demand (or equivalently,
nominal money supply, given M, = P,C}), we additionally assume that M; ; is fully known
at the beginning of period ¢. Under this assumption, information about the (nonstationary)
nominal money supply M, are equivalent to information about the detrended nominal money
supply (i.e., its growth rate M, /M, 1). As we will show, this information structure facilitates
comparison with the model of behavioral inattention.

In this model, each period is divided into two stages. In stage 1, firms form expectations
about the nominal money supply and idiosyncratic productivity based on noisy signals. Using
the example of US firms selling their brands in US markets, the firm’s optimal price under

flexible prices is given by

In Pyiy(2) = Eiu(In M, —Inay)
= InM;, + EiztEiM — K5, (51)

where constant terms are suppressed, and E;,;(-) denotes the expectation operator conditional
on brand-specific signals received by firms. Expectations may differ across brands so that the

optimal prices depend on z. This equation reflects the firm’s expected nominal marginal cost,

47See also the pioneering work by Sims (2003) and the comprehensive survey by Mac¢kowiak and Wiederholt
(2023).
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Ei.:(InW; —Inay) = B (In M; — Inay).*® Firms observe the signals s (z) = In M, + £ (2)
and s%(z) = Ina; + €4(2). Because M;_; is fully known at the beginning of period t, it
can be taken outside the expectation operator, leaving only the shocks inside. At this stage,
firms set their prices based on their expectations about fundamentals. In stage 2, the true
values of the money supply and productivity are revealed, and all subsequent decisions (e.g.,
consumption and employment) are made under the predetermined prices.
We assume that shocks to fundamentals are normally distributed (i.e., eM ~ N(0,03%,) and
ef, ~ N(0,02)). For simplicity, we also assume that the noises satisfy £}/ (z) ~ N(0, 0¢,,) and
4(2) ~ N(0,0%,).* Let m{% and mg¥; denote the steady-state Kalman gains for US firms
when extracting information about the nominal money supply in the US and idiosyncratic
labor productivity, respectively. These Kalman gains depend on the variance of noise, as
implied by Kalman filtering. Firms rationally choose m{f; and m3% by minimizing o¢,, and

Uga, respectively, subject to an information processing capacity constraint.

Appendix A.13 shows that the above information structure yields the following equation:
Ingy =(1- mRI)gg + nggtv (52)

where m®' = wmff + (1 —w)m{ and ¥ = wmff — (1 — w)mfh. Here, mf for j = 1,2
denotes the steady-state Kalman gain for Canadian firms selling their brands in US markets.

We next derive a comparable dynamic equation from the model of behavioral inattention.
To facilitate comparison between the two models of inattention, we adopt assumptions that
differ from those used in the main analysis of behavioral inattention. As in the rational
inattention model above, firms are assumed to pay attention to the nominal money supply,
M;. However, as noted in Section A.2, the degree of attention becomes one when firms attend
to nonstationary nominal variables. Nonetheless, behavioral inattention can still be analyzed
in this context if the degrees of attention are chosen separately for the nonstationary In M,;_,
and for the stationary e as defined in (4). Under this specification, the degree of attention
to In M;_; is one, while that to €M is less than one. Using the example of US firms selling

their brands in US markets, the firm’s optimal price under flexible prices is given by

In PHit =In Mt—l + mlBé&fi\/[ — mQBésft, (53)

48We suppress a constant term since nominal wages are given by W; = xM;, as implied by (2).

“91n the rational inattention model, firms choose the distribution of signals through their attention deci-
sions. Under the assumptions of Gaussian fundamentals (¢} and %), a quadratic objective function, and an
unbounded choice set for In Pz (z), Gaussian signals are optimal, which justifies the normality assumption
of signals. See Mackowiak et al. (2023, p. 231) for further details.
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where mfé for 7 = 1,2 is the degree of attention under behavioral inattention. Here, we use
a superscript BI to differentiate it from rational inattention (RI). For j = 1, the object
of attention is money growth, e = Aln M;, rather than the aggregate component of real
marginal costs. For j = 2, as before, the object of attention is idiosyncratic labor productivity.
Note that the coefficient on In M;_; is unity, as the degree of attention to In M;_; is one. This
equation resembles (51), in which the expectations of shocks are replaced by shocks attenuated
by the degrees of attention in (53).
While we leave the details to Appendix A.13, the resulting dynamic equation for the
good-level RER becomes
Ingi = (1 —m"hep +9Plep, (54)

where mB! and P! are similarly defined as m and 2.

The two models of inattention share some similarities. First, the dynamic equations (52)
and (54) have the same structure. Thus, depending on the assumptions, both models can
generate observationally equivalent dynamics for the good-level RER. Second, even when
prices are flexible (i.e., A = 0), nominal shocks still affect RERs, implying monetary non-
neutrality. If firms are inattentive (i.e., m™ < 1 and mP! < 1), nominal prices do not fully
adjust to shocks in money growth, allowing nominal shocks to influence the good-level RER.
Hence, in both models, inattention serves as a source of nominal rigidity rather than strategic
complementarity. Third, both models fail to account for the PPP puzzle. In both behavioral
and rational inattention, the aggregate RER is governed by Ing, = (1 — m!)e? for [ = RI or
BI. Given that e = e — eM* is i.i.d., the implied half-life of the aggregate RER is zero.
Similarly, the good-level RER also exhibits a zero half-life, since both ¢}’ and ¢} are i.i.d. in
(52) and (54).

The above comparison highlights the importance of framing in behavioral inattention and
the flexibility of the model of behavioral inattention. As we noted earlier, Gabaix (2014)
argues that different theoretical implications arise depending on whether agents adopt a
“nominal” frame, in which agents pay attention to nominal variables, or a “real” frame,
in which they pay attention to real variables. In our context, the distinction between real
and nominal frames is crucial: Inattention to real marginal costs helps explain the PPP
puzzle, while inattention to nominal marginal costs generates only nominal rigidities (as in
the rational inattention model). Since theoretical results for the real frame are available in
studies on behavioral inattention (but not in those on rational inattention), we take advantage
of this to address the PPP puzzle.
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6.4 The monetary policy rule

We have assumed a random walk process for the money supply in both countries (see (4)
and (5)). While a constant money growth rule leads to an empirically plausible NER, the
Taylor rule is also a realistic representation of monetary policy. To assess the robustness of
our results, we replace the money growth rule with a Taylor rule.

While the details of the model are presented in Appendix A.14, we assume here that the
US policy interest rate is determined by

R, = PRRtA + (1 — pr)agm, + 5,{%,

where R; is the gross nominal interest rate in the US, and R, denotes its log deviation from
the steady state. The monetary policy shock is denoted by ef. The parameter pp € [0,1)
captures interest rate inertia, and the inflation coefficient satisfies o, > 1. The Canadian
policy interest rate R;“ follows a symmetric structure to that of the US. In this model, the
NER is determined by the uncovered interest parity.>

The model with the Taylor rule yields two main findings. First, under full attention, the
persistence of the aggregate RER is even lower than the degree of price stickiness (p, < A),
and also lower than the persistence of the good level RER (p, < pgi). Given that p, is
bounded below by A and p,; under the baseline model with the constant money growth rule
(see Propositions 2 and 3), the model with the Taylor rule under full attention produces
substantially worse predictions. The introduction of the persistence of monetary policy shock
(eF) improves the predictions of the model but the predicted p, and p,; under the full attention
remain inconsistent with the data.

Second, in contrast to full attention, behavioral inattention better accounts for the per-
sistence of both aggregate and good-level RERs, even in the model with the Taylor rule.
Under a reasonable value of m, the model successfully predicts p, > p, > A at the levels
consistent with the data. Notably, the predicted half-lives of the aggregate RER range from
2.3 to 2.6 years and those of the good-level RER range from 1.5 to 1.8 years, exceeding 0.64
years implied from the baseline model with the constant money growth rule under full atten-
tion.”! Thus, the model of behavioral inattention continues to have a powerful mechanism to

generate persistent RERs at both the aggregate and goods levels.

%0Using a model similar to Crucini et al. (2013), Nakamura (2022) investigates the volatility of LOP
deviations under the Taylor rule.
51Gee the first column of Table A.6 discussed in Appendix A.14.
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7 Conclusion

In this paper, we addressed two empirical anomalies. First, the observed aggregate RER is
much more persistent than theoretical predictions based on the standard model of nominal
price rigidities. Second, micro price evidence indicates that good-level RERs are often less
persistent than the aggregate RER. To reconcile the PPP and LOP evidence, we adapted the
model of behavioral inattention in Gabaix (2014) to a two-country sticky-price model. We
showed that firms’ pricing under inattention generates a dependence of good-level RERs on
the aggregate RER, which is the key to explaining the puzzling behavior of RERs.

Using international price data, we tested whether good-level RERs independent or the
aggregate RER. We strongly reject the null hypothesis of aggregate RER independence. In
our model of behavioral inattention, aggregate RER dependence leads to an aggregate RER
that is more than twice as persistent as predicted by nominal rigidities alone. Our model also
predicts that the persistence of good-level RERs is less than two-thirds that of the aggregate
RER. It quantitatively replicates the observed half-lives of both aggregate and good-level
RERs.

We also explored alternative explanations for the puzzling persistence of RERs in com-
parison to our model. We showed that although the roundabout production model yields a
dynamic equation for the good-level RER similar to that in the model of behavioral inatten-
tion, it fails to replicate the observed persistence of the aggregate RER under our calibration.
We further discussed that a multisector sticky-price model with heterogeneity in price sticki-
ness is promising, but insufficient to fully account for the PPP puzzle. Rational inattention is
another alternative model of inattention and can generate observationally equivalent dynam-
ics for the good-level RER, depending on assumptions. We argued that behavioral inattention
offers greater flexibility in modeling which variables economic agents pay attention to.

Nevertheless, further empirical analysis is desirable to distinguish models of inattention
from other models with strategic complementarity. A key distinguishing feature is that the
degree of attention is endogenous.?® Models of inattention predict that endogenous attention
increases when the variance of shocks increases. For this reason, during the period in which
shocks are volatile, such as the COVID-19 pandemic, strategic complementarity is likely to
weaken, holding other factors unchanged. In contrast, strategic complementarity arising from
the production or the utility functions (e.g., roundabout production, kinked demand curves,
or translog preferences) is less likely to be sensitive to time variations in shock uncertainty.

Therefore, one testable implication is that RERs should exhibit greater persistence during

52Weber et al. (2025) provide evidence for the state dependency of attention.
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periods of lower aggregate shock volatility, after controlling for various factors that may also

influence RER persistence. Yet, distinguishing behavioral inattention from rational inatten-

tion poses other challenges. To overcome this limitation, it would be ideal to examine survey

data that directly ask firm managers about their pricing decisions. Such data could provide

valuable insights and represent a promising avenue for future research.
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A Appendix

A.1 The objective function for the pricing decision

This appendix derives the objective functions that fully attentive firms aim to maximize. We
begin with the case of US firms. The objective function for selling their brands in US markets

is given by
Wik

Qi 4k

0(2) = B0 3" NG (1 Pra) [R- (=)

k=0

} Coirk(2). (55)

subject to the demand function by US consumers for brand z of good ¢ conditional on the

US firm having last reset its price in period t:

P (z)} - _ (56)

Cz’t,t+k(2) = [

Pit-i—k

where z € [0,1/2]. Using the definitions of py(z), w;, and p;, we can also rewrite (55) and
(56) as

P, Wik Ft+k
: —F E :)\k(; ¢ ; Sl a sl L P 57
it (2) t £ tt+k P [P +(2) =) Cit+k(2), (57)
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and

ot~ (] () e

For a generic variable x;, we express z; as x; = Z exp(;), where #; = Inx; — InZ and T is

respectively.

the steady-state value of ;. In addition, the steady-state value of P, ;/P; is unity since the
steady-state inflation is zero. Likewise, the steady-state value of a; is unity from (6). Using

these facts, (57) can be rewritten as

o) k
P, R _ . .
Uit(z) =E; Z )\k(;t,t—&-k?j_k {pz(z) exXp [Pn(z)] — W exXp <wt+k + Z T4l — ait+k> } Cit,t—l—k(Z)a
k=0

=0

where P4 /P, = T[]y Piy1/Piyi—1 = exp [ZL In (Pt+l/Pt+l—1)} = exp (Zle 7Tt+z>- Using
the definition of fig;ix = Wik + Zf:o 7y yields (10) in the main text. For the demand

function, we also rewrite (58) to obtain (11):

_ e k
Cz’t,t+k(2> = [p,(z)] €xp {—5 [ﬁz’t(z) - Z T4l — ﬁit+k] } Cit+k- (59)
=1

Di

Next, we derive the objective function for US firms selling their brands in Canadian
markets. When exporting their brands, firms set prices in the local currency. Under this

assumption, the objective function is

Witk

Qi+ k

0i(2) = En 3" A (1 Pr) [st+kzz§<z> ) } Gl (60)

k=0

subject to the demand function by Canadian consumers conditional on the US firm having
last reset its price in period t:

" Bi(z)

Cri(2) = [];i

it+k

:| C:t—i-k’ (61)

where z € [0,1/2].
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Using the definitions of p}(z) = Pi(z)/ P and p}, = P/ P}, we rewrite (60) as follows:

- St Pl [ Pi(z) P Py Wigk/Pek
U;k > — F /\k5 t+k it t 1+ + + + c;k p
2(2) ¢ E LR P Py, —(1+7) Senlrn e i ek (2)

> P* wt+k
= E, )\k5t,t+k%+k [pf( ) s (1 + 7')— c (Z)
; P Qentivrr] "

*

P

i) - e T )

P
= E Mo
tz LRtk Gkt Py

*
L

Again, using the expression of x; = Zexp (&), the assumption of the zero-inflation steady

state and (7), (60) can be rewritten as follows:

*

P
vy (2) = Ey Z AF Ot t4k itk X o P

—% Ak w ~ % ~ *
{pz- (2)exp 5] = (14 7)% e (e — 1) } ()
t+k

where [i7, ;. = Wik — Geyr + Zle 7/;- The demand function by Canadian consumers can
be derived from (61) in the same way as (11) is derived from (56).

We can similarly derive the objective function of Canadian firms indexed by z € (1/2, 1].
When Canadian firms sell their brands in Canadian markets, the objective function that fully

attentive Canadian firms aim to maximize is

) =B  (1/Fi) P - 2] o

it+k

w* P* .
i) - 2t ()] e

zt—l—k

= Etz)\k tt-‘rkp*

t+k

= E, Z N ti+k or Ptik {pz z) €Xp [pzt (2)] —w" exp (ﬂ}t—f—k - &:t—f—k)} Cft,t+k(z)7

where fi5, . = Wy + Zf;l 7/, Similarly, when Canadian firms sell their brands in US
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markets, the objective function that fully attentive Canadian firms aim to maximize is

| Dz Witk
vt (2 Etz)\k e (1/Plir) [Stik) (1+7)

] Cz‘t,t+k(2)

azt—l—k

G Pu(z) P /Py Serr Pl
= E Ak gx < t+k ) [ it (1 +lc 4 ot . ;
' ; btk St Py, P, P ( 7) ak., 2 £tk (2)

S * - 5 Wi Gtk
= E, E /\k5t,t+kqt+lk [pit(z)P — (1+ T)—ttk Citp+k(2)
=0 t+k Qg ke

" Wy 1 Gi+k Prr
- EtZA St pu(e) = (L) M T
it+

= E Z >\k5ft+kqt+kp {pi(2) exp [pie(2)] — (L + T) @0 qexp (fiprar — Giren) } Citern(2),
k=0

. . . k
where fipir = Wik + Geyr + 2121 41
The demand functions conditional on the Canadian firm having last reset its price in

period ¢ can easily be derived in the same way as the derivation of (11).

A.2 The optimal reset prices under behavioral inattention

We first derive (17). Using the definition of figiir = Wir + Zle Te41, we rewrite the log-

linearized first-order condition (16) as

ﬁHi(«’%Hit, mH)
o

(3] k
= (1 — A5)Et (/\(5) (mlet+k — mQHaZt_HC) + mlH 1 — A0 Et Z Aé)k Z T4l (62)
k=0

k=0 =1
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We separately arrange the terms in the right-hand side of (62). First, note that

oo
1 - /\5 Et Z mlet+k - m2H&it+k)
k=0
o0 x
= K Z(Aé)k(mlet+k - mzH&it+k) — K, Z()\Cg)kﬂ(mmwwk - m2Hdit+k)
k=0 k=0

= MigW; — Mapl
+Et[()\5)1(m1HU7t+1 - m2H&it+1) - ()\5)1(m1H717t - mQHdit)]
+Et[(>\5)2(m1Hwt+2 — Moy Qitr2) — ()\5)2(m1Hwt+1 — Mapit+1)]

+...

[e.9]

A A k N
= MmigW — Moy + E; § (X)) (mapg Ay — Mo Attt r)-
=1

Next, the remaining terms are

00 k
mlH 1 — A\ ]Etz /\5)kZ7rt+l
k=0 =1

(AG)Ty41
+()\(5)27Tt+1 + ()\5)27Tt+2

= mlH(l — /\5)]Et 3 3 3
+(>\(5> Tt4+1 + ()\(S) Tt42 + ()\(S) Tt+3

+...
= mg(1 — N)E, {()\6) li(m)k] Tir1 + (A6)? [i(m ] Trrs + (AO)? li ] Tits + }
= mlHEtf:(/\é)kﬂ't—l—h
k=1

where the last line uses Y- (M) = (1 — Ad)~'. Finally, combining the above expressions,
(62) becomes

Pri(®pie, M) = (Mg, — magsg) + B> (A {map (Adbyek + Toar) — Moy Adyear}. (63)
k=1
Under the preferences given by U(ec,n) = Inc — xn, the first-order conditions of US
households (2) imply that W;/ P, = x¢;. In terms of log deviations,
UA)t - ét. (64)
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In addition, their CIA constraint (M; = Pic;) leads to my = In My /M; 1 — Aé;.. Thus, using
(4), we have Ay, + 7, = In M;/M; 1 = eM. As a result, (63) becomes

o0
Pri(Zmi, my) = (Mg — magai) — mogEy Z()\é)kAait-&-k-
=1

If the stochastic process a;; is given by (6), E¢ > o2 (A0)*Aasrr, = —Ada;. Therefore,
Pri(ZHit, Mp) = Mgy — mop (1 — A0)ay,

which is (17) in the main text.

For the optimal reset price of goods exported by US firms, we have

Pri( @ my) = Mg (@ — G) — Mapa]
+ By Y (A)F[mi (At — Adeak + 75 44) — mipDais].  (65)
h=1

Here, using the international risk-sharing condition (3), the log deviation of the aggregate
RER is
G = & — ¢, (66)

which also implies

th = wt - w;tkv (67)

because of (64) and its foreign analogue (i.e., w; = ¢;). Thus, (67) implies that (65) can be

rewritten as
Pri( @i, mpy) = (M gy — mspai) + E Z(/\(S)k[mTH(Aw;rk + M) — Mo Adiyr]. (68)
k=1
This equation has the same structure as (63). Using the foreign analogue of the CIA con-
straint, (5), and (6), the above equation can be simplified to

Pri(Ehie, M) = migwi — moy (1 — A6)as. (69)

The remaining optimal reset prices, namely ph, (&5, m5) and pri(Zpi, mp), are analo-

gously derived. In particular, we obtain

Pri( @i, M) = mipw; — map(l — A0)dj, (70)
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and

Pri(Trie, mp) = mypy — mop(l — A0)a,. (71)

A.3 The sparse max

In this appendix, we describe the sparse max for firms, using the example of US firms for
selling their brands in US markets. Specifically, we derive equations (20)—(22). The US
firms’ objective function for choosing my is based on the second-order Taylor expansion of
Evgi i@ mie, mu), Eai, ) —Evgi (Pri(Lmi, L), £ai, t) around the steady state (i.e., &g =
0), which represents the expected profit loss of deviating attention from full attention in
pricing. Here, profit loss arises from choosing a price distorted by behavioral inattention.
To obtain (20)-(22), we take three steps. First, we perform a quadratic approximation of
Evg: (pai(Z g, my), £aa, t) around the steady state. Here, the firm’s profits are evaluated
at mpy = ¢ (which appears in the third argument of vg;(-)), while the price is distorted by
behavioral inattention due to my # ¢ (which appears in the second argument of pg;(-). The

quadratic approximation of vy; (pri(Zmit, M), Lai, t) around the steady state is

VH; (ﬁHi(aEHita mH); T it L)

oY, ovY,.
0 Hi ~ - Hi -~
Vg + Dpu(2) Di(E i, mpy) + ,Hit +C Hit
1 0%Y, 9?0
—— By [prri (R i, LIREy ) —— M e (E 72
5 9pn(2)? [P (Z e, M) ¢ [scHzt T nadin (2 )pH (Zgit, mp) (72)

1 R
+=Ey | @y =G |
2 ( 1 O 1140y H)
0

where vy, = vii (Dai(® it M), €, L) |a‘cmt=0 = v (Pri(0,mp),0,¢) = vg;(0,0,¢). The
first and the second derivatives are similarly defined. Taking the unconditional expectations
of the above equation yields

o 1 oY

o ) v
Evgi (Pui(Zpie, mu), £, t) ~ vp; + = —— R

2 Opi(2)?
+E { %ﬁmt(@mt,mﬂ} (73)

1 09
+IE( 2 —Hl@ i,
2 ( H”(?:cmt&vmt Ht)

where we used the law of iterated expectations. Note that the linearly approximated terms

[szt<35Hzt; mH)]2

n (72) are all zero.
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We rewrite (73), using the first-order condition for pricing. Based on the attention-
augmented objective function, the first-order condition is dvg; (Pit(2), Tai, M) /0pi(2) =
0. However, when the attention-augmented objective function is evaluated at my = ¢,
only pgi(&pi,t), namely a price under full attention, satisfies the first-order condition. In

equation, it is given by
OVri(Pri(Brits L), i, L)

aﬁz‘t (Z)

Take the total derivatives of the above first-order condition and then evaluate partial deriva-

= 0. (74)

tives at &y = 0, we have

Py vy
A TNnar LHit = T 4= D)
Opir(2)0& sy Opir(2)

Prit(ZHit, L) (75)
Substituting this equation into (73) yields

Evgi (Pui(Zmic, mu), gy )
1o PVhi s (a0 Vo (d
U?Ln 29 it( )2 ]E[szt(szt,mH)P - apit<2[32]E[pHit(wHitaL)pHit(mHitymH)]

1 0?0V,
"2 ( i O O Ht)
0 1 0%y, S (A 2 A (A s (4
= vyt §8A (2)? {E[sz't(fUHit,mH)] —2E [pHit(mHitaL)pHit(asz'tamH)]}
Dit

TR Y T (76)
9 HltamHztawHZt Hit | -

Second, we take the quadratic approximation of Evy; (pui(Z g, L), £Hai, t), which is the

12

profits from pricing under full attention. Evaluating (76) at my = ¢ yields

Evp; (Pri(Emit, )y gy L)
2,0

~ o+ = L 0%l —— LR pra(E i, v)]° — cai B P L)
— 2ap2t< ) it ity 3]9“5( ) it ity
1 09
E — = Hi
Jr2 < HZt@:cHzt(?leth t)
1 0% 1 0%
0 Hi A Hi N
_ 0 Epyis(Z 5. E(& -2 g 7
= 3 Bl S O + B (S M) ()

Third, we obtain the expected profit loss of deviating attention from full attention in
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pricing. Subtracting (77) from (76) yields

Evg,; (ﬁHi(iﬁHz‘t, ’mH), T it L) — Evp; (ﬁHi(i%Ht, b)7 T it L)

1 0%y, . o A A
= 53 HQE[pHi(mHitymH)Q_2pHi(mHit>mH)pHi(wHit7’/)+pHi(mHit7L)2}
2 0pi(2)
1 0%, 2
= = ZEAizfzi,m —AZ‘C&Z',L . 78
2 Opin(2)? Pri(@pie, mu) — Pri( @i, 1)) (78)

Using (17), we rewrite the above equation as

Evg; (ﬁHz’(if?Hit, mH), T it b) — Evg; (ﬁHi(ffJHt, L)7 it L)

1 82 0 A A ) )
= 58]5 12;[32 [(1 — mlH)2E(,th>2 -+ (1 — m2H>2(1 — /\5)2E(ait)2 — 2(1 — mlH)<1 — m2H)E(,thait)
it

/

. _1 1—TTL1H A1H 0 1—m1H
2 11— moy 0 Aoyl [1—mapy
1
= _é(b_mH)/AH(L_mH)a (79)

where jiy; = w; and Ay is the diagonal matrix with the diagonal elements:

Ay = P Var(fiz) (80)
Opir(2)* ’

Ny = 0V (1 — A0)2Var(ay). (81)
8152‘15(2')2

Note that the nondiagonal element is zero because macroeconomic variables are independent
of idiosyncratic productivity shock (i.e., E(figtGi) = 0).

Although firms can reduce the profit loss (79) by approaching my to ¢, they also have
to pay costs of increasing attention, which we specify as a quadratic cost function C(mpy) =
(k1/2)m?y + (k2/2)m3y = (1/2)m/ykmy. Formally, the US firms’ choice of attention for

selling their brands in US markets is characterized by

. - _ /A _ - / .
m}irél[(r]{l]22(b my) Ay (e mH)+2mHK,mH

The remaining sparse max can analogously be defined. The sparse max of US firms for

selling their brands in Canadian markets is
. * \/ A * * 1 */ *
min _—(¢ —my) AH(L—mH)+§mH;<amH,

m3,€[0,1]22
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where the diagonal matrix A}, with the diagonal elements:

vl
8}5;;(2)2

2
0*vid

A, =
i apit( )

g Var(ig), Ay = (1= Ad0)*Var (y) -

Next, the sparse max of Canadian firms for selling their brands in Canadian markets is

* 1 * *
mHel[O 1]22(L —mp) Ap(e —mp) + émF/F"'mFa

where the diagonal matrix A} with the diagonal elements:

00 5 Var (i) Ay = O"vp (1 — \o)*Var(a,)
Topy (e T R T T g ) i

* —_—
Np =

By symmetry, we can easily reconfirm that m}, = my because Ay = Ay. The sparse max

of Canadian firms for selling their brands in US markets is

m;rell[(l)ll]gz(b —mp)Ar(t —mp) + §m’anF,

where the diagonal matrix Ap with the diagonal elements:

0*vY. 9*vY,
M= g ep R =

(1 — A8)*Var(a,).
apzt

Again, by symmetry, we have mprp = mj;.

A.4 Proof of Proposition 1

Combining (23) with (66), we can rewrite g;; as
Git = (Pj — ¢;) — (Pi — &) (82)
Equation (24) implies:

Pie =& = Mpu—1 —m) + (1= Np" — ¢
= Mpi—1 — 1) — MA& +m) + (1 = NP — &)
= Mpi—1— 1) = A+ (1= N (BT — ¢&). (83)
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Note that Aé; + m = €M holds due to the CIA constraint and the money supply process in
(4). Similarly, p}, — ¢ is given by

B — & = Mpho1 — Eq) = Al + (1= NBF" — &), (84)

Substituting (83) and (84) into (82) yields the following expression for §:
Git = Aie—1 + Aef + (1= N) GF, (85)
where e = eM — eM"and ¢F * the log deviation of the real reset exchange rate, is given by
G =0y =) = 0 - @) (86)

Note that we can recover ¢ from (66):

Gt = a + e — D (87)
and S Popt*
opt _ Mtdgt
it T f)i(;pt (88)

Let us focus on p7 — ¢ and piP"™ — &, Starting from (25), we combine (17), (71), and
(64) to derive:

ﬁiotpt —¢ = wf)Hi(C@Hm mH) + (1 - w)ﬁFi (CEFita mF) — G
Similarly, poP** — & is
PP — = —(1—m)é — (1 — \O)[wmamal, + (1 — w)maopay, (90)

where we used the assumption of a symmetry between the US and Canada: m = wmj, +

(1 —w)miy = wmig + (1 — w)myp. Combining (86), (89), and (90), we have
Gi" = (1 =m)(& = &) + (1= ) (wmen + (w — 1)map) (@i — a3)-

Using (66), (6), and (7), we can show that the real reset exchange rate depends on the
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aggregate RER:
Q" = (1= m)ge + (1 = Ad)vey,, (91)

)
where ¢, = ¢% — &% and 1 = wmoy — (1 — w)Mmar.

Substituting (91) into (85) yields
Git = AGit—1 + (1 = A) (1 =m) G + Aey’ + (1 = A) (1 — Ad)bey,. (92)

Here, ¢; = Ingy; and ¢, = Ing, because Ing; = Ing = 0 from the symmetry between the
two countries. In particular, the symmetry ensures that Ing = In¢ — Inc¢* = 0 and that

Ing =Ing+ Inp; —Inp; = 0. Therefore, (92) is equivalent to (26) in Proposition 1.

A.5 Derivation of (30)—(32)

In deriving (30)—(32), we assume that a; = aj, = 0 for all £. The log-linearized optimal reset
prices derived in Appendix A.2 become ppi(Tpit, mu) = migWs, Py (L, M) = mi 07,
Dy (Z i, M) = i pwf, and ppi(& g, mp) = mypiy, respectively.

Using (25), p7" becomes

ﬁftpt = wmy g + (1 — w)mypw, = may, (93)

where we use the definition of m = wmg + (1 — w)myp. Similarly, pf ™ becomes

PF = wmipw; + (1 — w)mi iy = may, (94)

where we use the assumption of a symmetry, mij, = mig and mjy; = mip.
From the definition of the log deviation from the steady state, w; = Inw, — Inw =
InW; —In P, — Inw. Likewise, p7** = In P* —In P, — In p; and p7F™* = In PP — In P — In 7.

Thus, we can rewrite the above equations as

lnﬂotpt = (I-mhP+mnW,+Inp;, — mlnw, (95)
ImPP* = (1—m)InP +mlnW; +Inp; —mlnw”. (96)

If we suppress the constant terms, these equations correspond to the nominal reset prices for
good 7, namely, (30) and (31).
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Regarding (32), focus on (86) derived in Appendix A.4. From (93) and (94), we have

~opt

qzt

A~OPL* Ak

Pit _Ct) (Dii — ¢)

opt ~

ma ) (mwt - ét)

= (
= (
(1 - m)( — &)
(

L m)g.

Here we again use (64) and its foreign analogue, as well as (66). Given that Ing = In " =0
by symmetry, we have ¢ = Ing?” as well as §, = Ing,. Thus, we derive (32): Ing?" =
(1 —=m)lng.

A.6 Descriptive statistics

Table A.1 reports descriptive statistics for the variables used in the regressions. The upper
panel presents statistics for In g;;; and In g constructed using the common A (i.e., A = 0.34),
while the lower panel shows statistics for In g;;; and In g} constructed using A;. A comparison
between the upper and lower panels illustrates how heterogeneity in price stickiness affects
the variables used in the regressions. By comparing the left and right panels, we can also
contrast the data for the US—Canadian city pairs with those for the UK-Euro area city pairs.

We first confirm that variations in \; have only a minor effect on the variability of In g;;; and
Ing'. Although the lower panel potentially introduces greater variability due to heterogeneity
in )\;, the standard deviations are not substantially different from those in the upper panel.
This suggests that the observed variability primarily arises from variations in the RERs
themselves.

Next, we observe that the descriptive statistics for the RERs are broadly similar between
the US—Canadian and UK—FEuro area city pairs. The mean LOP deviations are comparable,
typically ranging between 3 and 5 percent in absolute value, and the standard deviations lie
between 35 and 38 percent. While the mean PPP deviations are less informative due to their
dependence on the choice of base year, the table shows that the standard deviations of the
aggregate RERs (7-11 percent) are much smaller than those of the good-level RERs (35-38

percent).

A.7 The model with general CRRA preferences

In the baseline model, we assumed that household preferences are given by U(c, n) = In c—yn.

In this appendix, we consider more general CRRA preferences, U(c,n) = ¢77/(1 — o) —
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xn't? /(1 + ¢), where o > 0 and ¢ > 0. We modify the first-order conditions of households
to allow for the degree of relative risk aversion. Under o > 0, the first-order conditions imply
that S; = (M;/M;)° (P,/P;)'~.

We maintain the assumption that the NER follows a random walk. To ensure this, we

replace (4) and (5) with the following assumption on the money growth rate:

~1 1

A ln Mt = U Tt + —&‘iw, (97)
g g

AlnM; = ——m +;gtM : (98)

Here, the NER growth is given by: AlnS; = ¢ (Aln M, — AlnM}) + (1 — o) (m — 7}).
Substituting (97) and (98) into this equation yields Aln S, = }.%3
Using the CIA constraints, we rewrite (97) and (98) as:

OAC i + Ty = Eﬁk, (99)

TN+ T = etk (100)
for £ > 0. We later use (99) and (100) in deriving the estimation equation.

A.7.1 The derivation of the estimation equation

To derive the estimation equation, we follow the procedure used in Appendix A.4. Since o is
no longer equal to one, the international risk-sharing condition (3) is replaced by ¢ = (¢;/c})?
so that ¢ = o(é — ¢;). Then, (23) and (87) imply

git = (ﬁ;} - Ué;ek) - (ﬁz’t - Uét)? (101)

G = B — o) = (B — ot), (102)

respectively.

Note that (24) remains valid even under general CRRA preferences. Equation (24) implies:

ﬁit — O'ét = A (ﬁit—l — O'ét_l) — /\81]5\/[ —+ (1 — )\) (ﬁ?ft — O'ét) s (103)

531f we instead assume that the money supply follows a random walk, then Aln S; = oe? + (1 — o) (7 — 7)),
implying that m, — 7} helps forecast Aln S;. This is inconsistent with the exchange-rate disconnect puzzle.
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where we replace 0 A¢; + m; by e using (99). Similarly, p}, — o¢} is given by
Py — 06 = APy — 0¢;_y) = Al + (1= N = 0d)). (104)
Substituting (103) and (104) into (101) implies that (85) remains valid:
Git = Mir—1 + Ael + (1 — N)@r. (105)

Next, we recalculate the log deviation of the optimal reset prices under general CRRA
preferences. Even in this case, (63) continues to hold, but (64) does not. The log deviation

of real wages is now given by w; = o¢; + pn;. Accordingly, we rewrite (63) as

Pri(Tmie, mu) = mip(0é + ©ny) — Mop sy
+E, Z()\(S)k [mam (0ACk + o + AN k) — Mag Adisy 1]
k=1
R . 1—-M\ R
= M1ygoCt — mgH(l — Aé)ait + migy m T, (106)

where L is the lag operator. In the second equality, we used (99) to replace 0 A¢; ik + Tk by
eir- Equation (106) differs from (17) because of the presence of the forward-looking terms
for the labor supply. Likewise, equations for the optimal reset prices (69), (70), and (71)
must be replaced by

Ak A % * * Ak ~ * 1— )\5 ~
pHi(wHit’mH> = Mol — m2H(1 — A0)Gi + My <—> Ny, (107)

1 — ALt
Ak [ Ak * * Ak * A~k * 1—Ad ~
Pri( &g, mp) = mipoéi —myp(l — A0)ay + mipe 1- L1 )" (108)
N . - 1—X .
pF,-(:I:FZ-t,mF) = MFpO0C —mgp(l —Aé)ait%—mlpga m n,, (109)
respectively.

~opt* ~opt

We then compute p** — ¢, and piP"* — o¢t in (102). Using (25), p7' — oé, is given by

PP —oe, = —(1—=m)oé, — (1 — XO)[wmamay + (1 — w)maopal]
11—\ R .
—i—(pm lwmygng + (1 —w)mypn;], (110)
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Likewise,

ﬁioft* —oé; = —(1—=m)oé; — (1 — N)[wmagal, + (1 — w)maopdy]
1—X\ . A
+Q0m [wmlHnt -+ (1 — w)mlpnt] s (111)

where we used mj, = my and mj = mp.
Plug (110) and (111) into (102). Then, (105) becomes

Git = Ait—1 + (L = X)(1 —m)Ge + Aef + (1 — N)(1 — AS)abecl,
L=N1=X) . ., (112)
_(pd)l 1_)\5[1,1 (nt—nt)7

where 1); = wm;g — (1 — w)m,p for j = 1,2. Note that the subscript j = 2 is newly applied
to ¥ = wmeg — (1 — w)map to distinguish it from ¥, = wmiy — (1 — w)myp. Equation
(112) differs from (92) because the former includes forward-looking terms for labor supply. If
¢ = 0, these forward-looking terms disappear, and the equation reduces to (92).

As discussed in the proof of Proposition 1, a symmetry between the two countries implies
that ¢; = Ing; and ¢ = In¢,. Likewise, n = n* holds by symmetry, which leads to n, —n; =

Inn; — Inn;. Consequently, we obtain a dynamic equation generalizing (26):

Ingi =Alngy1 + (1—=XN(1—m)lng + Aef’ + (1 — X\)(1 — Ad)hqel, (113)

(1= A)(1— )
B Py

(Inny — Inny).

To derive the estimation equation under general CRRA preferences, rewrite (113) using

the definitions of ¢; and ¢;:

1—-X)(1=X
ln@it:(1—m)ln(jt+(1—)\)(1—)\5)1&26;—901&1( ) — )(lnnt—lnn:),
1—MNL-1
or equivalently,
In Qit - )\5]Et In (jit—‘rl == (1 - m) (ln (jt — )\5]Et In (jt—‘rl) (114)

(1= A1~ At —Inng) + (1 A)(1— Ad)iuct,
Let In gy = Ingiy — A0InGisq and Ing, = InG, — AdIn G,y 1. Our estimation equation is

NGy =a+ BIng ++' X + w, (115)
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where X; includes the log difference in labor supply, Inn; —Inn;. Note that OLS is no longer
valid because u;; now includes the forecast errors In g;;11 — E;In g1 and In Gy — Ey In Gy g
We therefore use an instrumental variables. For the data source of Inn, — Inn;, we use the
indices of total hours worked , with the year 2010 as the base year, from OFCD.Stat.

A.7.2 Estimation results under general CRRA preferences

Table A.2 reports the estimation results of (115). The left panel presents the results for
the US—Canadian city pairs, while the right panel shows the results for the UK-Euro area
city pairs. In both panels, we assume homogeneity in price stickiness (i.e., a common \)
in specifications (1) and (2) and heterogeneity in price stickiness in specifications (3) and
(4). Specifications (2) and (4) include city-pair-specific fixed effects as additional explanatory
variables. In all specifications, we instrument In ¢, with In §,_,. In all cases, the null hypothesis
of aggregate RER independence, namely g = 0, is strongly rejected. The estimated values of

m are well below one, suggesting robustness to changes in the preference assumptions.

A.8 Estimation results based on dynamic panel

Table A.3 reports the estimation results based on the dynamic panel. In (38), we regress
In g;;; directly on Ing;, along with Ing;;;—; and Aln S, as additional regressors. Unlike the
case of (36), the presence of a lagged dependent variable as a regressor implies a dynamic
panel structure. Therefore, dynamic panel estimators, such as the generalized method of
moments estimator by Arellano and Bond (1991), must be used instead of OLS (see, e.g.,
Crucini and Shintani, 2008; Crucini et al., 2010a). The left panel of the table presents the
estimation results for the US—Canadian city pairs, whereas the right panel shows those for
the UK-Euro area city pairs. In specifications (2) and (4), we impose the restriction that the
coefficients on Ing;;_; and Aln S; are equal, as these control variables are assumed to have
the same coefficient. This restriction follows from (26), which indicates that both In ¢;;—, and
ey = Aln S, share the same coefficient. Specifications (3) and (4) differ from (1) and (2) in
that the regressions include n; as an additional control variable.

The table shows that, in all regressions, the null hypothesis of aggregate RER indepen-
dence is strongly rejected. In addition, the estimates of 3 are consistently positive, supporting

our theoretical model.
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A.9 The effect of distance on the estimation results

In this appendix, we examine the impact of distance between two cross-border cities on the
estimation results. Table A.4 reports the estimated coefficients on In g under a common .
The left panel of the table presents the estimation results for the US—Canadian city pairs,
whereas the right panel shows those for the UK-Euro area city pairs. All specifications include
good-specific fixed effects. We also consider specifications that include city-pair fixed effects
and differences in the log of real GDP per hour worked. However, our estimation results are
robust to the inclusion of these additional explanatory variables.

Table A.4 presents four specifications. Specification (1) uses city pairs with below-median
distances (2,536 kilometers for US-Canadian city pairs, 919 kilometers for UK-Euro area city
pairs), while (2) uses those above the median. Specification (3) excludes city pairs below the
5th percentile (361 kilometers and 321 kilometers, respectively) to address potential outliers
near borders. Specification (4) excludes city pairs above the 95th percentile (4,516 kilometers
and 1,798 kilometers, respectively).

In all specifications, the results are robust to splitting the samples. That is, the data
strongly reject the null hypothesis of 5 = 0, indicating aggregate RER dependence. The
estimated values of m range from 0.123 to 0.184, which are very close to the estimates in
specification (1) of Table 1: m = 0.156 for the US—Canadian city pairs and m = 0.144 for
the UK-Euro area city pairs. Furthermore, as Table A.5 confirms, the estimation results
remain robust to these changes in specification even when we allow for heterogeneity in price

stickiness.

A.10 Persistence of the good-level RER under behavioral inatten-
tion

We first prove Proposition 3 and then derive (43) and (44).

A.10.1 Proof of Proposition 3

As a preliminary step, we rewrite the dynamic equations, (26) and (39), in terms of log

deviations:

Git = AGi—1 + 0 + A&’ + ?2525, (116)
Gt = Pgli—1 + pgEys (117)
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where § = (1 —m)(1 = \), ¥ = (1= \) (1 = Ad)¢, and p, = A/(1 — 0). The variance of g, is
o2,

given by 02 = [p2/(1 — p2)]o, s0

1— 2
— quag. (118)
q

The two covariances E(¢;§;;) and E(¢;Gi—1) can be expressed as

E(Gia) = /\E(q}q%tfl)Jr@UgﬂLquUi’ (119)
E(GiGit-1) = pgB(Ge-1Git—1)- (120)

To derive the above equations, we used (117) and (116), along with E[G.cl,] = 0 and E[g;;—1}] =
0. Substituting (118) and (120) into (119) yields

(1= Apg)E(GeGie) = [9 + M} a2, (121)

where the stationarity of RERs implies E(¢:Gi;) = E(¢_1Gir—1). Note that the expression
inside the brackets can be simplified using the definition of p,:%*

A1 — p?
g MM P gy (122)
Pq
Using (122), (121) and (120) become
ElGda] = oo, (123)
ElGGi—1] = pqeos, (124)

respectively.

We next examine the variance o,

(116) and (123), we obtain

= E(¢%) and the autocovariance y; = E(gi¢Gir—1). Using

031- = E((j?t)
= AE(GitGir—1) + OF(Girde) + AE(Gire™) + VE(Giueh)
= Ay1 + 002 + AE(Guel) + VE(Gusy,)-

54To see this, 0+ X(1—p2)/pg =0+ A1 —p2)/(A\/(1—0)) =0+ (1—p2)(1—0) =1 —p2(1—06). Applying
the definition of p, again yields (122).
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Substituting (116) into this equation yields

05 = M+ 00 + AE[(Ait—1 + 04 + Aef! + Pepy)er] + VE[(AGu1 + 0, + Aef + e)er]
= M1+ 002 + ME(Giel) + N20? + P02

= M+ 002 + N0py + N2 + 20?

= I+ 002 + Apgo2 + %02, (125)

where we used E(¢y—1€}) = E(gu—1c},) = 0 and E(ge},) = E(eel,) = 0 for the second
equality. For the third and the last equalities, we used (117) and the definition p, = A\/(1—¥0),
respectively.

Turning to ;1 = E(Gigiz—1), we again use (116) to obtain

M = EgitGit—
= AE(Gir—1Git—1) + OE(GeGir—1) + NE(e}'Gir—1) + &E(eﬁéﬁfl)
= Aol +Opgor. (126)

Here, we used o}, = E(g;;_,), (124), and E(Gi—1}) = E(gi—1¢},) = 0 for the third equality.
Using (118), (122), and (126), (125) becomes

0% = Ay + 902 + \pgo2 + 1202

M1 — p? .
—( Pq)] 02 + 2/1203
Pq

= A(Aol 4 0pgol) + (1= Apg) o + V202,

Arranging terms yields

1= Apy(1—6) 0’
i = 1_q)\2 03—"1_)\203
U

1— 2

_ 2
= o,+

(127)

where we use 1 — Ap,(1 — 0) = 1 — A2, given the definition of p, = A\/(1 — 6). Substituting
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(127) into (126), we have

1;2
02 + - )\203 + quag

o= A

M2,

127
2,

1=

= (Opg+ Ao +

= pgo. + (128)

where we again used 0p, + A = p, from the definition of p,.

Now, because the first-order autocorrelation of the good-level RER is given by pg; = 71/0%;:

2 ¥? 2
o 20
Pai = (2 22 2>pq+<21)\1/3; 2)>\
Jq + T2 Uq + T2

1 1
= () (- ) 2
where A is defined as ) 5 o 9
G—A)G—A®¢)(m)
A= — | >0. (130)
1 — )2 o

Thus, p, can be expressed as the weighted average of p, and A:

It is now straightforward to show that p, > p,;. From Proposition 2, we know that p, > .
Combining this result with (129), the fact that p,; is the weighted average of p, and A implies
that p, > psi > A. Moreover, Proposition 2 also shows that p, = A if m = 1. Therefore,
pgi = pg = A hold when m = 1. Finally, (130) shows that A = 0 if ¢» = 0. It then follows
from (129) that p,; = p, when A = 0.

A.10.2 Derivation of (43) and (44)

Using p, = A/(1 — 6), eliminate X from (129):

1 1 A
Pqi = (H——A> Pq Tt (1 - 1+—A> (1=0)pg = pq (1 - HH——A) : (131)

Rewrite this equation using # = (1 —m)(1 — X). We obtain the p, to p,; ratio given by (43):

(132)
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To obtain (44), we rewrite (130) as

4 = =00 =20 <1_p3) (2)2

1- )2 7 On
= i)g; A9)J? {[1 -(1- m)ig ) s } ¥ (j—)

where the first equality results from (118) and the second equality is from the definition p,.

A.11 The model of roundabout production

In this section, we first describe the optimal reset prices in the model of roundabout pro-
duction and derive the system of structural equations for RERs. This system is useful for
deriving the dynamic equation for the good-level RER and for conducting impulse response

analysis.

A.11.1 Price setting under the model of roundabout production

We consider the roundabout production with fully attentive firms. More specifically, we re-

1=r  where

place the production function y;(2) = ayng(z) with y;(2) = au[Ti(2)] [ni(2)]
[';1(2) denotes the quantity of intermediate goods demanded by US firms. In this model, the
intermediate goods purchased by each firm (I';(z)) are composites of all goods and brands,
and the price of these intermediate goods is given by P;. Let I, denote the aggregate supply
of intermediate goods. Then, the market-clearing condition for intermediate goods is given
by filzo f;:O Li(2)dzdi = f‘t. The aggregate supply of intermediate goods is defined through
a CES index: T; = |:f1'1:0 f‘gf_l)/gdi] e and Ty = [lezo Dyo(2)E /ey E/(E_l). The for-
eign analogues of the above variables and functions are defined similarly (e.g., the foreign
production function is y},(2) = a} [T (2)]" [ng(2)]' 7).

The market-clearing condition for each brand of each good must satisfy

yi(2) = ci(2) + fit(z) +(1+7) [cft(z) + f;kt(z)] for z € [0,1/2],

Ya(2) = (L4 7) ea(2) + Tal2)] + (z) + D) for 2 € (1/2,1],

instead of (8) and (9).
The objective function of US firms that sell their brands in US markets is similar to (10)
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but now has real marginal cost given by 7! ~" exp [(1 — )Wy + Zf:o Tl — &it+k]:

Uit(z) =E, Z Akét,tﬂc

k

P, 1y . .

X P tk {pz( )exp[pzt( )] — ' €xXp [(1 - T)wt+k + g T4l — ait+k] }Cz‘t,t+k(2)7
t+

=0

where ¢;¢111(2) is given by (11). When we assume r = 0, the above equation reduces to (10).

The log-linearized first-order condition is

A oo k
1]7_}[1;\5 — Z )\5 [ 1 —T U)H_k + Z’ﬂ't_t,_l — azt+k] . (133)

=1

The above equation can be rewritten as follows:

N o N
PHi N . . )
1 _H)t\d :(1 — T)wt — ai + Ey {]Et-H Z()\d)k-i—l [(1 - T)wt-q-l-q-k + g1 + Z T14+1 — ait+1+k] }

k=0 =1

[eS) k
=(1 =)y — ay + AOE, {Et+1 Z(/\é)k [(1 — 7)Wyg14k + Z T4 — &it—i—l—l—k] }

k=0 =1
Ad

NETEDY;

]Etﬂ'tJrl

Ad

=(1—r); — a; + 11— A(FE t (Pritt1 + i)

where the third equality relies on the recursive structure of the equation: pgipy1/(1 — A6)=

Eii1 Y peoA)F [ (1 = r)ps14k + Zle Ti4141|- Multiply 1 — Ad by both sides to get
ﬁH@'t = (1 — /\(5)[(1 — T)wt — dzt] + )\(SEt (ﬁHitJrl + 7Tt+1) . (134)

The objective function of US firms that sell their brands in Canadian markets is

zt =E, Z A 0 t+kQt+k

Py — A~k ~u—)1—7‘ A ~ : * ~ *
X P*t {pi (2) exp [p7(2)] — (L4 7)7 7 exp | (1 = r)Wirg — Gorr + Z Tot1 — ait+k] } Citri(2),
t+k

=0
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*

where ¢, 4,

(z) is given by (14). The log-linearized optimal reset price is
Pri = (L= A0)[(1 = )y — G — Q) + AIE (ﬁ;{it—i—l + WZH) : (135)
The remaining optimal reset prices, namely p},, and pg;, are analogously derived:

Prie = (L=X)[(1 —r)w; — ag] + NE(Priy1 + Tri1), (136)
pri = (1—=XO)[(1 —r)w; + ¢ — a;;) + NE(Prize1 + ma1)- (137)

A.11.2 The system of structural equations for RERs

We first note that the model of roundabout production differs from the model of behavioral
inattention only in firms’ pricing. Therefore, many of the log-linearized equations remain
valid, provided that they are derived from the definitions of RERs, the CES indexes, or the
households’ first-order conditions. In particular, equations (23), (24), (64), (66), (67), and
(82)—(86) remain valid.

Second, using (134) and (137), we take the weighted average of the optimal reset prices:

~opt

Pit = wpmir + (1 — w)Pri
=1 -X){(1 —rwiy+ (1 —=7r)(1 —w)w; + (1 —w)gs — [wai + (1 —w)ay]}
+ A AE: [whmit+1 + (1 — w)Prit1)] + Etlwmn + (1 — w)me]}
=(1=X){(1 —rwiy + (1 —r)(1 —w)(W; + ¢) + (1 —w)rg — [way + (1 —w)a]}
+ OB (PFL1 + meen)-

Using the labor supply condition (64), its foreign analogue, and the international risk-sharing

condition (66), this expression simplifies to
" = (1= 20) {(1 = 1)ér + (1 = w)rge — [waie + (1 — w)az]} + AE By + meer).  (138)

Third, subtracting ¢; from both sides of (138), we obtain

/\opt A

P = = (1=X0){(1—7)é + (1 —w)rd, — é& — [waw + (1 — w)ak]} + AE(DFr, + T — &)
(1=X){—rc,+ (1 —w)ré, — (1 —w)ré; — [way + (1 —w)ay]}

+ A [Ei(BPLy — Gevn) + Ee(Aligr + mip)]
—(1 = 20) {r[wée + (1 — w)&] + [wag + (1 — w)az]} + NE(Ly — o), (139)
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where we used (66), and E;(Aciy1+m41) = EZAIn My = Etsﬁl = 0 from the CIA constraint

and (4). For the foreign counterpart po*™* — &, symmetry implies:
P =& = = (1= M) {r [wé + (1 —w)é] + [wag, + (1 — w)aa} + ANE(pi7y] — &) (140)

Combining (139) and (140) with (86) yields the real reset exchange rate ¢

i = T =) = — @)

= 1=X){rwq — (1 —w)§] +wiy — (1 —w)a; —wa}, + (1 —w)as} + NE;(Girr1)
= (1= X" (r + },) + ME(Gif11), (141)

where ¥ = 2w — 1. Note that the real reset exchange rate depends on the aggregate RER,
as in the model of behavioral inattention.

Finally, we derive the system of equations for the good-level and aggregate RERs. Define
the log deviation of the real reset exchange rate at the aggregate level as ¢ = ' f 0 qr "di =
G+ [ D di — [} L pP'di. Noting that [ eidi = 0 and fz':o Gudi = G, we obtain the

following system of equations:

Gt = Aig—1+Aef + (1= A) Atht’ (142)
gt = (=200 (rg + €3,) + ME(GF), (143)
G = A1+ el 4 (1= N)gr, (144)
(145)

g™ = (1= X6 rg + AE(G1)), 0

where (142) and (143) restate (85) and (141), respectively, and (144) and (145) result from
aggregating (142) and (143) over i, respectively.

A.11.3 The dynamic equation for the good-level RER

To derive the dynamic equation for the good-level RER, we apply the method of undetermined
coefficients to the system of equations for RERs.
We begin with the good-level RER in the system. Solving (143) forward yields

~opt __ 1

i7" = T (1 M+ 7).
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Plugging this equation into (142) gives

(1= XN)(1 =)t
1—AoL!

Git = Mi—1 + A + (rde + €31)

= Adi—1 + A+ (1= X)L = 2D (A [rEy(Ger) + Ee(ginsn)].  (146)

k=0
We apply the method of undetermined coefficients to ¢4 in (146). We conjecture that the
solutions for the aggregate RER and the aggregate real reset exchange rate take the following

form:

G = 01Gi1+ b2y, (147)
@™ = PrGi1 + et (148)

respectively. Here, 61, 05, 51, and [y are the undetermined coefficients. Note that both ¢
and ¢ depend on §,_, and e}, but not on ¢;—1 or €, since aggregation over ¢ washes out
idiosyncratic components.

Using (147), we can rewrite (146) as

1 — \O)yhiP
Gt = AGit—1 + el + r%(l — NG + (1= X)(1 = N)pirel,
1 — )b,
= Ai—1 + AT (1 = NG+ (1= M) (1 = Xo)pftPer, (149)

where v = (1 — A0)y¥RP /(1 — \66;). We here used the assumption that ef, ~ i.i.d. Noting
that ¢, = In ¢, this expression corresponds to (47) in the main text.

Next, we solve for the undetermined coefficients. Substituting (147) and (148) into (145)
yields

BrGi—1 + Poey = (1— )\5)¢RP7’(91@71 + Ose7) + NE(S1Ge + 525?“)
= (1- )\5)¢RP7"(91Q}—1 + 02e7) + X6(5161Gi—1 + B162e}).

Matching coefficients gives

Bio= (1= X)W rb; + \6py6y, (150)
BQ = (1 — )\6)pr7”92 + )\(5&162 (151)
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Substituting (147) and (148) into (144), we obtain
01Gi—1 + 0267 = XGr—1 + Al + (1 — XN)(B1Gi—1 + Poc}).
Matching coefficients yields

0, = A+ (1 —\)p, (152)
Oy = A+ (1 —\)fs. (153)

While the system of equations (150)—(153) can be used to solve for all undetermined
coefficients, it is sufficient to solve only for #;, since 6; is the only coefficient required to

compute v = (1 — \)Y®F /(1 — N\d0,). Tt is straightforward to show that:

0, 14220 — (1= A)(1 = A)"Pr — \/[L+ A2 — (1 — \)(1 — \0)RPr]2 — 4)\25} .

(154)

“{

A.11.4 Evaluating the model of roundabout production

The purpose of our analysis is to evaluate the model of roundabout production using cali-
brated parameters. The coefficient rv in (47) corresponds to the regression coefficient 8 in
(36). Therefore, we simulate rv based on calibrated values and compare it to the estimated
regression coefficient. The left panel of Figure A.1 reports the regression coefficient predicted
by rv in (47) under the model of roundabout production. Here, all parameter values are set to
those in the model of behavioral inattention, except for the degree of roundabout production
r. In this panel, the solid line shows that the predicted coefficient ranges between 0.00 and
0.55 and increases with r. For comparison, we choose a conservative estimate of B = 0.80
from Tables 1 and 2. A comparison between rv and B reveals that the predicted coefficient
rv is considerably lower than the estimated coefficient B , even when r is close to unity.

We also note that 6; equals the first-order autocorrelation of the aggregate RER. Since
ey is assumed to be i.i.d., (147) represents an AR(1) process, implying that the first-order
autocorrelation of ¢; is given by #;. The right panel plots the predicted first-order auto-
correlation of In ¢, represented by €, namely, the persistence of the aggregate RER. This
panel confirms that the persistence predicted by the model of roundabout production (solid
line) remains low, provided that all parameters (other than r) match those in the model of
behavioral inattention. Although persistence increases with r and is larger than A (dashed

line), the magnitude of increase remains modest. It falls short of 0.60 even if we increase r
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up to 0.99.

It is straightforward to derive the impulse response functions of the aggregate RER to a
nominal shock €' in the model of roundabout production, since the aggregate RER follows
an AR(1) process with persistence #;. The simulated impulse response functions are shown
in Figure 6. The aggregate RER in the model of roundabout production is clearly less
persistent than in the model of behavioral inattention. Moreover, the predicted first-order
autocorrelation can be translated into the half-life of the RER using the standard formula. As
discussed in the main text, even under a high degree of roundabout production, the implied
half-life is only 1.1 years, given the same parameter values used in the model of behavioral
inattention.

We thus conclude that, although the regression equation under the model of roundabout
production shares the same structure as that under the behavioral inattention model, it fails
to replicate both the estimated regression coefficient B and the observed persistence of the
aggregate RER. It is important to emphasize that our evaluation is based on the presumption
that all parameters other than r are identical to those in the model of behavioral inattention.
Under this presumption, the roundabout production model does not have a sufficiently strong
strategic complementarity to generate persistence in RERs, either at the aggregate or at the

good level.
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A.12 Derivation of (48) and (49)

We first derive (48). We rewrite (16) as

~ -~ o) k
pHi(CCHm mH) " a
Y = K Z(M)k [mlH (wt+kz + Z 7Tt+l> — m2HCLit+k]
k=0 =1
= MigW; — Moyl

0o k
+E, {EtJrl Z()\(S)kﬂ lmlH (thrlJrk + T + Z 7Tt+1+k> — mQHdit+k+1] }

k=0 =1
= T1gW; — Mo Q4

) k
+)\5Et {Et+1 Z()\é)k [mlH (wt-‘rl—l-k + Z 7Tt+1+k> - m2H€Lit+k+1] }

k=0 1=1
+AIE, mlHZ(A(S)ka]
k=0
. . . Pri( @i, M) Tt
= MigW mgHazt%—)\(;Et [ Y +mlH1_)\5}

Ad

= MmigW; — Moy Qi + 1_—)\5Et [Pri(ZHitr1, Mu) + MipTe] .
Multiplying both sides by 1 — \J yields
Pri( T, my) = (1 — A0)(migWy — Mar i) + MEpri(Zgis1, mu) + migmiga].  (155)
Suppressing constant terms, this equation is also be written in terms of the logarithm:

InPyy —In P, = (1 = A0)[mig(In Wy — In B) — mop Inay
+ )\5Et [ln PHit-‘,—l —1In Pt+1 +mig (ln Pt+1 —In Pt)] .

Collecting terms yields

IHPHit — (1 — mlH) lnPt = (1 — )\5) (mlH ant — Moy lnait) —+ )\(S]Et [lnPHfL'tJrl — (1 — mlH) lnPtH]

= (1=XOE, Y (A" (mig In Wiy — mog Inagyy) .
k=0

When we assume that a; = 0 for all ¢, we obtain (48) in the main text.

Under the assumptions in our model, it can easily be shown that (48) reduces to (29).
From (2) and (4), we have E, In Wy, = Inx + E;In M, = In x + In M;. The second term of
the right-hand side of (48) becomes myy In W; so that we obtain (29) in the main text.
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Turning to the derivation of (49), we use (134). Suppressing constant terms, (134) turns

out to be as follows:

ImPyy = mP+(1—=X)[(1—r)(InW; —InF;) — Inay]
+A5Et(1n PHit+1 —1In Pt+1> + A(S(]Et In -Pt+1 —In Pt)
= 1=XN)[rinP+ (1 —7r)InW; — Inay] + AE;In Pyipq

o

= (1=X)E; Y N [rInPp+ (1 —7)InWig — Inags] .
k=0

When we impose a;; = 0 for all ¢ on the above equation, we obtain (49) in the main text.

A.13 A comparison between behavioral and rational inattention

In this section, we compare two models of inattention: behavioral inattention of Gabaix (2014)
and rational inattention of Sims (2003) and Mac¢kowiak and Wiederholt (2009). We first derive
the dynamic equation for good-level RERs in each model, namely, (52) and (54). We then
define firms’ problems of choosing attention in a unified framework. In both models, firms
minimize the quadratically approximated profit loss of deviating from the optimal price under
rational expectations with full attention, given a cost function associated with attention. For

further details of the models of rational inattention and behavioral inattention, see Mackowiak
et al. (2023) and Gabaix (2019).

A.13.1 Deriving the dynamic equations (52) and (54)

Rational inattention Let us consider US firms’ pricing decisions when selling their brands
in US markets. For simplicity, we assume flexible prices. Given linear technology, firms’ nom-
inal marginal cost is W;/a;;. The household’s first-order condition (2) implies that nominal
marginal costs can be rewritten as xM;/a;;. Given the nominal marginal cost, the log optimal

nominal price when the firms are fully attentive under rational expectations is
In PFE = 1n M, — Inay, (156)

where a constant term is suppressed. Throughout this section, we use superscripts explicitly
to indicate the pricing model. Here, the superscript RE denotes rational expectations with
full attention.

In the rational inattention model, firms observe brand-specific signals about nominal ag-
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gregate demand (i.e., M; = P,Cy) and idiosyncratic productivity (i.e., a;). They receive
only signals s¥(z) = In M; + M (2) and s%(z) = Inay + £4(2). The firms choose the dis-
tribution of signals by paying attention. Under the assumptions of Gaussian fundamentals
eM and €%, the quadratic objective function, and the unbounded choice set for In Py (),
Gaussian signals are optimal (see Mackowiak et al., 2023, p. 231). Therefore, we assume that
i (2) ~ N(0,02,) and &(z) ~ N(0,0Z,). The firms reduce the uncertainty of signals given
the distribution of eM and &4,

The firms in the rational inattention model (denoted by the superscript RI) determine

their prices based on their expectations of nominal marginal costs:

In P (2) = Ei.(InM, —Inay)
= In My +miy(sy (2) = In M) — maisiy(2)
= In M,y +migle) + & (2)] — mogled, + &(2)], (157)

where we use the simplifying assumption that M, ; is fully known at the beginning of period

t. The coefficients mft, and mi, correspond to the steady-state Kalman gains given by
miy = oy/(0% + 0y) and my = 02/(02 + 02,), respectively. As we will discuss later,

R and mfY by minimizing o¢ys and o¢,, subject to the cost of

firms endogenously choose m;
information processing.
Turning to US firms’ pricing decisions when selling their brands in Canadian markets,
their price is based on their expectations of nominal marginal cost given by (W,/S;)/a;: or
(xM;/S;)/a;;. However, the international risk-sharing condition (3) and the CIA constraints
in both countries leads to S; = M;/M; so that the nominal marginal cost can be rewritten

as XM/ /a;;. Therefore, the US firms choose their prices based on the expectations:

In PH*(2) = Eiu[ln M] —Inay]
= In M 4+ mI M 4 €M (2)] — mres + €5(2)]. (158)

Note that (158) differs from (157) in that the chosen prices are influenced by the nominal
aggregate demand in Canada.
By symmetry, the prices of foreign-produced brands for selling Canadian and US market

are

In PR (z) = WM +mie” + &7 (2)] — mE el + & (2), (159)
In PRy (2) = WM, +mipe + &) (2)] — m¥ley + & ()], (160)
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respectively.

We next aggregate these brands’ prices to obtain the price index for good i, P and P}.
Under flexible prices, all firms reset prices every period. Therefore, aggregating reset prices
for good ¢ are identical to obtaining price indexes for good i (e.g., In P,/ "= In Py). Log-
linearizing (p;)' = = (pi')'~° = [, pi(2)'~°dz from the CES index and using (157) and (160)
yield

1

=\ 1-e : =\ 1-e 1
hP, = (pm) / In P}}ft(z)dz + (sz) / In Pﬁé(z)dz
Di z=0 Di Z=%

_ 1—e 1
PH; 2 a a
_ ( z ) [ o 24 €] - mi e+ a6
7 z2=0
_ 1—e 1
Pri o ot
+ ( ; ) / 1 {ln M, | + mf} [5,{” +£%(2)} - m;{ [et + & (z)] } dz.

In addition, aggregation across brands eliminates the noise. Namely, we have fol/ 2 M(2)dz =

f12/2 M(2)dz = 01/2 W(2)dz = f11/2 4" (z)dz = 0. Thus, using the definition of w = (1/2)(pwi/p:)' ¢,

we have the nominal price index for good i in US markets:

Py = InM,y+w(mige) —miel) + (1 —w) (mife)” —mifel)
= WM,y +m™e) — [wmifel + (1 —w)mitlel ], (162)
RI

where m® = wmfth 4 (1 — w)m¥L. Analogously, we obtain the nominal price index for good

7 in Canadian markets:
mnP; = InM,+ mRI&?iW — [wm%*ggj +(1- w)m%"gﬂ , (163)

where m" = wm{#* 4+ (1 — w)m{%*. Note that m[}; = mi%* and mfl = mfy* for j = 1,2
hold as in the baseline model.
Combining (162) and (163) with the definition of the good-level RER, we obtain the

dynamic equation under rational inattention (52):

Ingg = InS;+InP;,—InpP,
= (InM;— WM,y —m™e}) — (InM; —In M| —m™e))
Huwmaly — (1= w)mgleq, — [wmg — (1 — w)maiplesy

= (L—m™)ey + e,
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a*

where Y = wmBl — (1 —w)ymBL e =eM — M and &}, = % — &%,
Behavioral inattention We again begin with considering US firms’ pricing for selling
their brands in US markets. For comparison, we assume that firms pay attention to nominal
marginal costs, xM;/a;, rather than to real marginal costs. In terms of the information
set, firms have full access to nominal aggregate demand and idiosyncratic labor productivity,
but paying attention to these variables is costly. If we apply the degree of attention to the
nonstationary variable In M; in (156), however, the degree of attention to In M; becomes one
because the variance of In M, diverges to infinity (see Section 2.3.2). To address this, we
decompose In M;(= In M, 4 + &ti” ) into In M;_; and gi‘/[ and assume that firms choose the
degrees of attention to nonstationary In M;_; and stationary e separately. In this case, the
degree of attention to In M;_; becomes one but the degree of attention to M is less than one.

In the model of behavioral inattention, the log optimal nominal price (denoted by the

superscript BI) is given by

In PRL =1n M, | +mBieM —mBles. (164)
While the degree of attention to In M, ; is unity, the degrees of attention mP, and m&]
are not necessarily equal to one because € and €% have finite variances. Later, we will
redefine the sparse max problem that determines the optimal degrees of attention to e and
g%, subject to a cost function C(mB!). In contrast to the rational inattention model, the log
optimal nominal prices under behavioral inattention do not depend on z because there is no
brand-specific noise to fundamentals.
Turning to the log optimal nominal price of US-produced brands in Canadian markets, it
is given by

Blx __ * Blx _Mx Blx_a

because their nominal marginal costs are given by xM; /a;;.

The log optimal nominal prices chosen by Canadian firms are

BIx __ * BIx _Mx* BIx _a*

In Pry™ = In M +mip'e," —mop ey, (166)
BI BI M BI _a*

InPr;, = InM; 1+ mipe;" — mypes, , (167)

for brands sold in Canadian and US markets, respectively.
Aggregating reset prices described above yields the price indexes for good 4, P;; and Pj; .

As in the case of rational inattention, log-linearizing (p;)' ¢ = (pi¥')'=% = [, pu(2)'~°dz from
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the CES index and using (164) and (167) yield

]5 N\ 1-¢ % ]3 \ 1-e 1
nhP, = ( f{Z) / In PHlLdz + ( f’z) / In PRl d>
Di 2=0 Di =1

2\ pi

Di
Using the definition of w and arranging terms, we obtain the nominal price index for good ¢

in US markets:

hP, = w (ln M, + mfésiw — mff]af) + (1 —-w) (ln M, + mﬁﬁay — mf}ef*)
= InM, |+ mBI&‘iW — [wmf}gsgﬁ +(1-— w)m%ef;], (168)

1

where mP! = wm®! + (1 — w)mPL. Analogously, we have the nominal price index for good i

in Canadian markets:

In Py =InM; | +mP'e — [wmBl el + (1 — w)ymiired], (169)
where mP! = wmBl* + (1 — w)mPl = wmPl + (1 — w)mPL.

Combining (168) and (169) with the definition of the good-level RER yields the dynamic

equation under behavioral inattention (54):

Ingg = InS;+InP;, —InF;

= (]‘ - mBI)s? + ¢Blez‘t7

where P = wmBL — (1 — w)mPL.

As discussed in the main text, the dynamic equations we derived are observationally
equivalent if m® = mP! and ™ = ¢! hold. In both models, the degrees of attention are
chosen endogenously. For example, in the rational inattention model, mf% becomes closer
to one as firms make more effort to reduce the uncertainty of signals (i.e., reducing oep).
In the model of behavioral inattention, firms directly choose the degrees of attention. The
two models are similar but the endogenously chosen degree of attention differ in terms of

underlying structural parameters.
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A.13.2 Deriving profit loss

In this section, we introduce the maximization problem for choosing attention for the models
of rational and behavioral inattention in a unified framework. As discussed in Section 2.3.2,
the objective function is based on a quadratically approximated profit loss of deviating from
the optimal price under rational expectations. By default, the optimal price under rational
expectations is set by fully attentive firms. The derivation of a quadratically approximated
profit loss follows the literature. For further details, see also Mac¢kowiak and Wiederholt
(2009).

We take the expected discounted sum of real profits and approximate it to the second
order. Using the example of US firms’ profits from selling their brands in US markets, the

profit loss of deviating pi4x(2) from pfiy, is approximated as

E [0i({Bir+1(2) 1iZo)] — B [0m:({Biie 1 }iZo)]

~ 1 S aQUH'L ~ ~RE 2

- EZ:: Olpisn(= {[pit+k() Prit+x) } (170)
1 & 821) oy,

LS (- )

k=0

for any piyx(2) for z € [0,1/2]. Here Op;({Pit+r(2)}7,) is the expected discounted sum of

real profits:

~ ~ 7 W /ait
i(\Di ) = E E ) ek(2) Wi ’
Ui ({Pir+1(2) Feo) ¢ tt+k { Pk P Cit+k(2)

= K Z 5t,t+k {ﬁi(z) eXp[ﬁitJrk(Z)] —w eXp(UAJtHc - dit+k>} CitJrk(Z):

where cii(2) = (Piugr(2)/Prsi) “Cure = [Pi(2)/Di) " exp{—e[Pitsr(2) — Dir+r|}Cit4r- Be-
cause flexible prices are assumed in both models, the formulation of the profit function
differs slightly from the objective function for choosing prices under sticky prices. The
quadratically approximated profit loss (170) has the second derivatives of the objective
function 9%0%,/0[pi11(2))* evaluated at the steady state, similar to (78). However, we
take the derivatives with respect to piyx(z) for & = 0,1,2,... and sum over k. Since
0*0%, /0[pisr(2)]? = 6*(1 — e)2we < 0 and decays exponentially over k, the summation

re 0 0%0%:/Olpitsr(2)]? converges to a constant. In addition, recall that pyx(z) and pie,
are defined as pPi4r(2) = In(Pysn(2)/Prk) — Inpi(2) and pi=, = In(PRE /Piyk) — Inpi(2),
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respectively. Therefore, as shown in the third equality in (170), pir(z) — Pit., is equal to
the deviation from the log optimal nominal price: In Py 4(2) — In P25

Firms choose the degrees of attention by solving

1 — 0%V Oy ~
T Dot R (U R SN

where mpy = (myg, mag) is mB" or mB! when In Py, 4(2) is evaluated at (157) or (164).

The cost function C (my) differs between the models of rational and behavioral inattention.
Typically, C(my) under rational inattention is a linear function of the Shannon mutual
information between signals and fundamentals (see Mackowiak et al., 2023, p. 230), while
C(my) under behavioral inattention is a polynomial function of m;n (see Gabaix, 2019, p.
293), as shown in (18).

A.13.3 Endogenous choice of attention

In this section, we specify the quadratically approximated profit loss and the cost function
for each model, based on (171).

Rational inattention We compute the expected value of the squared deviation of In P}, (z)
from the log optimal nominal price under rational expectations In Pffk In the case of US

firms that sell their brands in US markets, it is given by

E[ln PEL(2) —In PEE)? = E[E..(InM, —Inay) — (In M, — Ina;)]?
= E{Ei(InM; —InM,_;) — (In M, — In M;_1) — [Eir(Inay) — Inay)}?
= Ele) — Eus(e))]* + Elef; — Eice(e,))?
= Ol + Tl (172)

where the second equality follows from the assumption that M; ; is fully known at the begin-
ning of period ¢ and the third equality follows from (4) and (6), along with the independence
between M and €%. In the last equality, aiﬂs and 02|s denote the forecast error variances

(posterior variances) after optimally choosing the variances of noises in s¥(z) and s%(z),
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respectively. Note that the posterior variance aiﬂs is rewritten as

U]2M|s = E[eiW—Eizt(si”)]Q
= E{e) —mi¥lsi (2) —In M, 1]}

= E[(1 —mig)e)" —mig&y (2)]°

= (1—mi%)’oy + (mi)? UgM

2 2
g 0'2
EM 2 M 2
= — | o+ | ———— o
(0%4"'021\4) M (0]2\4—#02]\4) &M

= (1 —mig)aiy, (173)

where the second equality results from a Kalman filtering, the third equality is from s (2) =

In M; + £M(2), and the fourth equality follows from the independence between e and £} (z).

In the last two equalities, we use mi}y = o3, /(0% + 0Z),). Similarly, o2 is given by

0a|s - (1 - m2H) ;. (174)
Consequently, (172) becomes
Elln Pyi(2) —In P = (1 —myj)os, + (1 —majy)os (175)

The intuition behind (175) is straightforward: If firms pay no attention to signals (i.e., my =
0), they receive no useful information from the signals. In this case, they cannot lower the
forecast error variance, which remains equal tothe unconditional variance o5,402. In contrast,
by paying full attention to signals, firms fully eliminate noise and extract the information of
fundamentals. In this case, they make no forecast errors and minimize the profit loss from
deviating from the log optimal nominal price under rational expectations.

We next turn to () in the rational inattention model. The cost of information depends
on the Shannon mutual information between the two random variables: fundamentals (e.g.,
eM) and signals (e.g., s} (z)). The Shannon mutual information is the difference between
the entropy of fundamentals and the conditional entropy of fundamentals given signals. For

example, the entropy of éM and the conditional entropy of e/ given s (z) are

1
H(EM) = 5 In(27eo?,),

1
M| () = 5 In(meay,),
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respectively.?® Here the unit of information flow is measured in nats. This mutual information

quantifies the reduction in uncertainty after observing the signals and is given by

Tle'|sip (2)] = Hle) — Hl="|sif (2)]

= 1ln Uj/f i
2 OMls
M

Fundamentals e; = (M, ) is independent across the entity, and signals s;;(2) = (s} (2), s%(z))

/

are uncorrelated across the entity. Moreover, they are serially uncorrelated. Therefore, the

mutual information between {e;4} , and {s;;(2)}5, is

Z({emntimol{si(2) o) = r In ( UQM ) +§ln ( Jza )

2\ o,
K 1 K 1

- —hn|— |+ = ———),
2 " \1—mfL) " 2\ 1 —mll

where the second equality results from (173) and (174). As discussed in Mac¢kowiak et al.

(2023, p. 245), a popular specification of the cost function in the infinite horizon model is
C(mB) = O x [limg oo K" Z({erx H o [{8:2(2)}1,)], where © > 0 is a constant information

cost parameter. As a result,

C(mbl) = % {m (ﬁ) +1In (ﬁ)} : (176)

We now apply (175) and (176) to (171). The minimization problem for choosing attention

under rational inattention is given by

) 1 ~ )
min (= mBD R+ (1= mEDAsn | = = (1 = mfi) + n(1 = mfH)] . (177)
mElc(o,1]2 2 2
where Ay = —a?, {Zk 0 a[pifk( )P} and Aoy = — {Zk * 0 6;:’;‘“)} } The solutions for
mith and m&L are given by
mi = max [0 1- i} (178)
Aip
miy = max [0, 1- i] , (179)
Aoy

5For the derivation, see Cover and Thomas (2006, p. 244).
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respectively. Note that analogous minimization problems can be defined for choosing atten-
RIx RIx 1

tion mBE™* mil and mi.
Behavioral inattention As in the previous section, we again compute the expected value
of the squared deviation from the log optimal nominal price under rational expectations with

full attention. In the case of US firms that sell their brands in US markets, it is given by

E[ln PHzt< ) —1In PH'Lt] = E [(ln M1 + mﬁéé‘y m2BI§5§;> (In M,y + 5t n)]Q
= E[(1 —mp)e" — (1 —mi)eq]
= (1- mlH) UM + (1 — m2H)202' (180)

The intuition behind (180) is similar to that of (175). Under behavioral inattention,
firms have full access to the nominal aggregate demand and idiosyncratic labor productivity.
Despite full access, firms may choose to pay no attention to these variables (m;y = 0).
In this case, the expected profit loss of deviating from the log optimal nominal price under

full attention is equal to the unconditional variance o3, + o2.

In contrast, if firms pay full
attention, firms minimize the expected profit loss of deviating from the log optimal nominal
price under full attention.

The cost function is a polynomial function of the degrees of attention. Here, we continue

to assume that the cost function is given by (18):

K K
C(my) = Elm%H + ;mgHv

where k; > 0 for j =1, 2.
We now apply (180) and this equation to (170). The US firms’ minimization problem of

choosing attention under behavioral inattention is:

31}161[{)1 1]2(1 —mip) A 4 (1= my)* Ao — [ra(mi)? + ra(mip)?] (181)
mb ,

The solution is

A
mijp = ——"—, (182)
AIH + Ky
A
mbl = 21 (183)
Ao + Ko
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We can similarly define the minimization problem of choosing attention mB2’* mB* and

mB!. While the solution for the degrees of attention has the same structure as in the main
text, it differs in that we assume flexible prices and that firms pay attention to nominal
marginal costs in the present case.

We note that, as discussed in Gabaix (2014), the cost function is flexible under the model
of behavioral inattention. If the cost function is linear, rather than quadratic, in the degrees
of attention, the solution for m;y takes the same form as the rational inattention model:
mPl = max[0,1 — ©/A;y] for j = 1,2. In this case, the dynamic equation for the good-
level RER under behavioral inattention becomes identical to that under rational inattention

because mP! and ¢P! in (54) become identical to m and ¢ in (52).

A.14 The model with the Taylor rule

This appendix presents the model with the Taylor rule. In the baseline model, we assumed
that households face the CIA constraint and that central banks supply money according to
constant money growth rules (4) and (5). These assumptions ensure that the NER is given
by Sy = M,/M;, and that In S; follows a random walk. Here, we drop these assumptions and
instead assume the uncovered interest parity (UIP) condition and the Taylor rule.

We first describe the model incorporating the Taylor rule. We then derive the structural
equations used to evaluate its implications. Finally, we assess the first-order autocorrelations

and half-lives implied by the model under various parameterizations of the Taylor rule.

A.14.1 Households and firms

The US households maximize Eq ) 2, 6 (In¢, — xn,) subject to an intertemporal budget
constraint, Pic; + Ei(A;iy1Bii1) = Wing + By + 11, which slightly differs from (1). Under
this maximization problem, the consumption Euler equation and the labor supply condition
continue to hold. Therefore, we have w, = ¢, w; = ¢, and ¢ = ¢ — ¢f. The Canadian
households face a similar intertemporal budget constraint: P} c; +E; (A 41 B7,1)/S = Win;+
By /S, + 117

Inattentive firms solve the same optimization problem, and the optimal reset prices satisfy

the same first-order condition. Therefore, (155) continues to hold for pg;(Z g, mu):
Pri(E i, mu) = (1 — X6) (Mg, — map i) + NE[Pri(Z i1, mu) + migms].  (184)
We can similarly derive the optimal reset prices set by Canadian firms for selling their brands
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in US markets (i.e., ppi(Zpit, mp)):
Pri(@pit, mp) = (1=X0) [map(@f + G;) — mara; ]+ AE: [pri(Z pitr1, mr) + mipmia], (185)
as well as the corresponding foreign analogues: p},(Zpy, M) and Pl (&5, M)

A.14.2 Monetary policy and the NER

The central bank in the US sets the nominal interest rate R; according to the Taylor rule:
R, = pRRtﬂ + (1 — pr)agm; + €}, (186)

where a; > 1, and the degree of policy inertia pg satisfies pr € [0,1). Here, e? denotes a
monetary policy shock. The Canadian central bank sets R; according to the same policy

rule. Let R? =R, — }?if . By symmetry, the relative policy interest rate ]-AE? evolves as:
R} = prfy + (1= pr)aeni +¢], (187)

where ;' = m, — 7} is relative inflation. With some abuse of notation, we redefine the nominal

shock €7 as the difference in monetary policy shocks (i.e., e = elt — "),

The UIP condition links monetary policies in the two countries to the NER:

~

In St = ]Et In St+1 — R? (188)

Note that a negative nominal shock (a decrease in e}') lowers the US policy interest rate
relative to that in Canada, leading to a depreciation of the NER.
A.14.3 The good-level and aggregate RERs
Even in the model with the Taylor rule, (23)—(25) continue to hold. Using (24) and its foreign
analogue, (23) implies

G = G+ MNPy — )+ (L= NP = Mpu—r — m) — (1= N)piy"

= MGt — Ge—1) + M1 + Py — Dir—1 +7") + (1 = X)(G +15?ft* - ﬁ?ft)
= Ait—1 + NG — Gea + 7)) 4+ (1= NP (189)
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The last expression can be compared with (85). The second term of the right-hand side
includes ¢ — ¢1—1 + 7 = AlnS;. However, Aln S; = €} does not hold in the model with the
Taylor rule.

Next, combining (25) with (184) and (185) yields

ﬁ?{’t = wﬁHz’(SﬁHm mH) + (1 - W)ﬁpi(iﬁpit, mF)

(1 —=X0) [wmygwe + (1 — w)myp(w; + §¢) — wmapgly — (1 — w)maopal]
+ MOE; [ﬁfﬁl +wmygmr + (1 — W)mlFWt-i—l}

(1= AS) [mé, — wmapry — (1 — w)ymarpay] + ME; (971, + mmis1) (190)

where we used (64) and (66). Its foreign analogue is
P = (1= AS) [mé; — wmanaj, — (1 — w)marpay] + AE, (P2 +mmy,,) - (191)

Using (87), we can rewrite the good-level real reset exchange rate as
@' = a+ ey -
= (1=A) [(1 —m)q + vei] + MK, [‘jfﬁ1 —mmy — (G — (jt)} : (192)

We derive the equations for ¢ and ¢ from (189) and (192). Noting that ¢, = j;lzo Girdi,

G = K1 — (R? - Etﬂ?ﬂ),
R} = prR,+(1— pp)asmy +<p,

Gt = fil:() G di, and filzo el di = 0, we have the system of equations given by

Cjz’t = /\(jit—l + /\((jt - (jt—l + W?) + (]. - )\)(jftpt. (193)

(jgtpt = (1 =A0)[(1 —m)q + vey] + AE, [Cjz?ﬁ1 —mmyy — (Gre1 — th)} 3 (194)

A )\ n AO:

Qo= o, (195)

" = (1= 20)(1 = m)g + AE [¢1) — mafy — (Ger — )] - (196)

(197)

(198)

where (193), (194), and (198) repeat (189), (192), and (187), respectively. Equation (197)
expresses the UIP condition in real terms. The system of the equations is used to compute

the first-order autocorrelation and the half-lives of the aggregate and the good-level RERs.
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A.14.4 Simulation results

We evaluate the effects of m on p, and p,; in the model with the Taylor rule. To conduct this
evaluation, we need to calibrate the newly introduced parameters: pg, a,, and o0,/0,. Here,
we assume pg = 0.80 and «, = 1.5. Since the monetary policy specification differs from that
in the main analysis, we assign a different value to the standard deviation ratio: o,/0, = 25.
With this ratio, nominal shocks amplified by monetary policy inertia do not dominate real
shocks in the volatility of the good-level RER. Here monetary policy shocks in both countries
are serially uncorrelated.

Figure A.2 shows the first-order autocorrelations of the aggregate and good-level RERs as
functions of m. The solid and dashed lines in the left panel represent p, and pg;, respectively.
The right panel plots the ratio of p, to p, against m.

Propositions 2 and 3 no longer hold in the model with the Taylor rule. Engel (2019) shows
that, in a two-country sticky-price model with the Taylor rule, the first-order autocorrelation
of the aggregate RER under full attention is bounded above by pr and A, that is, p, <
min[pg, A]. This condition implies that p, < X under full attention. The left panel of Figure
A.2 confirms that the first-order autocorrelation of the aggregate RER is consistent with
Engel’s (2019) finding. At m = 1, we have p, = 0.27 and A = 0.34, implying that p, < A.
Moreover, our simulation results suggest that p, = 0.27 and p,; = 0.34, meaning that p, < pg
at m = 1. Therefore, the model with the Taylor rule makes predictions that are difficult to
reconcile with the data on aggregate and good-level RERs. In the data, we observe that
Pq > pgi > A. However, as shown in Figure A.2, the model with the Taylor rule predicts
Pqg < Pgi = X at m=1.

Nevertheless, as shown in the left panel of Figure A.2, the model of behavioral inattention
continue to have a powerful mechanism for improving the model’s fit with the data. The
downward-sloping curves for p, and p,; suggest that behavioral inattention can generate more
persistent RERs. The first-order autocorrelations are substantially improved compared to the
case of full attention: p, = 0.65 and p, = 0.41 when we adopt the estimate of m = 0.11 from
Table 2. Consequently, the ordering of first-order autocorrelations is consistent with the data:
Pq > Pgi > A. As shown in the right panel of Figure A.2, the p, to p,; ratio is hump-shaped
and exceeds unity when m is low.

If we introduce persistent monetary policy shocks, the model can reproduce the observed
ordering of first-order autocorrelations even under full attention (m = 1). However, it still fails
to generate sufficiently persistent aggregate and good-level RERs. Assume that e} follows

an AR(1) process: €} = p.ep, + €. Figure A.3 plots the persistence of the aggregate
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RER (solid line) and the good-level RER (dashed line) under p. > 0. In the left panel, we
set pr = p. = 0.70. Even under m = 1, the model with pg = p. = 0.70 predicts that
Pq > pgi > A. However, both p, and py; fall short of 0.40 and remain close to A = 0.34. In
the right panel, we reduce pi to 0.10 and slightly increase p. to 0.80. This parameterization
suggests that p, can be large even under m = 1, but p, remains low and close to A.

Figure A.3 shows that the model of behavioral inattention (m < 1) continues to have a
powerful mechanism for generating sufficiently persistent RERs at both the aggregate and
goods levels. In both panels, the curves for p, and p, are downward sloping with respect
to m. Again, if we borrow the estimate of m = 0.11 from Table 2, the values of p, and py;
are much closer to the data than those under full attention. In the left panel, p, = 0.77 and
pqgi = 0.67. In the right panel, p, = 0.80 and pg = 0.60.

Table A.6 reports half-lives under various specifications of pg, p., and m. The upper
panel presents the half-lives of the aggregate RER across three parameterizations of (pg, pe).
For instance, when (pg,p:) = (0.70,0.70), the half-life of the aggregate RER is only 0.76
years under m = 1, but rises to between 2.3 and 2.6 years under the estimated degree
of attention. The lower panel shows the half-lives of the good-level RER. Again, when
(pr, pe) = (0.70,0.70), the half-life of the good-level RER is only 0.65 years under m = 1, but
increases to 1.5-1.8 years. When (pg, p.) = (0.10,0.80), the half-lives of In¢g and Ing; are
roughly consistent with the data. If (pg, p.) = (0.80,0.10), the improvement in predicted half-
lives is modest, but the behavioral inattention model performs better than the full attention

model.
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Figure 1: Empirical distributions of the good-level RERs
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NOTES: The kernel density estimates of the good-level RERs in 1990 and 2015. The upper panel presents
the results for the US—-Canadian city pairs, while the lower panel displays those for the UK-Euro area city

pairs.
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Figure 2: Empirical distributions of the monthly frequencies of price changes
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NOTES: The histograms and kernel density estimates of the monthly frequency of price changes used in the
analysis. The upper panel presents the distribution for the US-Canadian city pairs, while the lower panel

displays that for the UK—Euro area city pairs.
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Figure 3: Persistence of the aggregate RER and the p, to A ratio
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NOTES: The left panel shows the first-order autocorrelations of In ¢; against m. The dotted line is drawn to
compare the persistence under behavioral inattention with that under full attention. The right panel shows
the p, to A ratio against m. The dotted line is included to compare the p, to A ratio under behavioral
inattention with its lower bound of one.

Figure 4: Impulse responses of the aggregate RERs to €}
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NOTES: The initial responses are normalized to unity. In evaluating the model of behavioral inattention, we
use m = 0.11 (the estimate from the US—Canadian city pairs) and m = 0.13 (the estimate from the UK-Euro
area city pairs).
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Figure 5: Persistence of the aggregate and the good-level RERs and the p, to p,; ratio
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NOTES: The left panel compares the first-order autocorrelations of In ¢; and In ¢;;. The dotted line is drawn
to compare the persistence under behavioral inattention with that under full attention. The right panel shows
the p, to pg; ratio against m. The solid line represents the p, to pg; ratio under the baseline value of 1) = 0.68,
whereas the dashed-dotted line corresponds to the case where v¥» = 0.34, half of the baseline value. The dotted
line is included to compare the p, to py; ratio under behavioral inattention with its lower bound of one.

Figure 6: Impulse response of the aggregate RERs: Roundabout production
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NOTES: The initial responses are normalized to unity. In evaluating the model of roundabout production, we
use an extreme value of r = 0.99 to allow for the maximum impact of strategic complementarity in the form
of roundabout production. In drawing the impulse response function for the model of behavioral inattention,
we use the estimate of m = 0.11 from the US—-Canadian city pairs.
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Table 3: Half-lives implied by the estimated degree of attention

Half-lives of the aggregate RER

Predicted half-life 95% CI Data
US—Canadian city pairs
m = 0.156 2.620 [1.989, 4.010]
4.922
m = 0.106 3.704 [2.524, 7.605]
UK-Euro area city pairs
m = 0.144 2.812 [1.903, 6.129]
2.398
m = 0.134 2.998 [1.905, 8.868]
Half-lives of the good-level RER
Predicted half-life 95% CI Data
US—Canadian city pairs
1 = 0.156 0.984 0.851, 1.292]
1.606
m = 0.106 1.223 [0.963, 2.110]
UK-Euro area city pairs
m = 0.144 1.026 [0.834, 1.773]
1.182
m = 0.134 1.066 [0.834, 2.399]

NOTES: The table reports the half-lives predicted by the model of behavioral inattention. The unit of the
half-lives is years, and the half-life under full attention is 0.64 years. The upper panel presents the half-lives
of the aggregate RER, while the lower panel shows those of the good-level RER. To calculate the predicted
half-lives in the table, we use the calibrated values of 7 = 0.74, ¢ = 4, 0,./o, = 5, and § = 0.98. In all
calculations, A is held constant at A = 0.34.

In each panel, we report the half-lives for the US—Canadian city pairs and the UK-Euro area city pairs.
The first column of the table reports the half-lives predicted by the model under behavioral inattention, and
the second column provides their 95 percent confidence intervals, denoted as “95% CI.” We compute the
half-lives from 7 and the 95 percent confidence intervals of 1, based on specification (1) of Tables 1 and 2.
For comparison, the rightmost column presents the half-lives estimated from the EIU data. See the main text
for details on the estimation of the half-lives from the EIU data.
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Figure A.1: Regression coefficients and the first-order autocorrelations predicted by the model
of roundabout production
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NOTES: The left panel presents the regression coefficient predicted by the model of roundabout production
(solid line), which varies with the degree of roundabout production r. The dashed line represents the estimated
coefficient from the data, included for comparison. To be conservative, we use the lowest estimate of 3 from
Tables 1 and 2. The right panel reports the first-order autocorrelation implied by the model of roundabout
production (solid line), plotted against r. The dashed line represents the persistence under the baseline model
without roundabout production (r = 0), included for comparison with the case 0 < r < 1.

98



Figure A.2: Persistence of the aggregate and the good-level RERs and the p, to p, ratio in
the model with the Taylor rule

------------- lower bound (A = 0.34)
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NOTES: The left panel compares the first-order autocorrelations of Ing; and Ing; in the model with the
Taylor rule. In the figure, we set pr = 0.80 and p. = 0. Under full attention, p, and pg; decline to 0.27 and
0.34, respectively. The dotted line represents the degree of price stickiness and is included for comparison
with the persistence of In g, and In g;;. The right panel plots the ratio of p, to py; against m (solid line). The
dotted line is included to compare the p, to pg; ratio under behavioral inattention with the case of py/pqi = 1.
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Figure A.3: Persistence of the aggregate and the good-level RERs in the model with the
Taylor rule
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NOTES: Both panels compare the first-order autocorrelations of In ¢; and In g;; in the model with the Taylor
rule. The dotted lines in each panel represent the degree of price stickiness and is included for comparison
with the persistence of Ingq; and Ing;;. We set pr = p. = 0.70 in the left panel and pr = 0.10 and p. = 0.80
in the right panel. In the left panel, full attention under pr = p. = 0.70 yields p, = 0.40 and pg; = 0.35,
leading to pg > pgi > A (= 0.34). In the right panel, full attention under pgr = 0.10 and p. = 0.80 generates
pq = 0.74 and py; = 0.34, such that p; > pg =~ A. Under behavioral inattention (m = 0.11), both panels
indicate that values of p; and pg; are much more consistent with the empirical evidence.
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Table A.1: Descriptive statistics for In g;;; and Ing; (or Ing})

Homogeneity in price stickiness

US—Canadian city pairs UK-Euro area city pairs
Mean Standard deviation Mean Standard deviation
In Gy -0.028 0.350 0.049 0.388
In g, -0.135 0.098 0.227 0.073
Observations 389,500 214,115
Heterogeneity in price stickiness
US—Canadian city pairs UK-Euro area city pairs
Mean Standard deviation Mean Standard deviation
In Gy -0.033 0.355 0.026 0.365
ln(ﬁ -0.138 0.110 0.230 0.104
Observations 389,500 171,606

NOTES: The table reports descriptive statistics for the variables used in the regressions. The upper panel
shows statistics for Ingi;x = Ingi;x — AIngije—1 — In(S¢/Si—1)] and Ing, = (1 — A\)Ing,, which are used
in the regressions under the assumption of a common A. The lower panel presents statistics for Ing;;; =
Ing;jt — Ai[lngije—1 —In(S;/Si—1)] and In g = (1 — \;) In g, used in the regressions allowing for heterogeneity
in price stickiness. The left panel provides statistics for the US—Canadian city pairs, and the right panel
provides statistics for the UK-Euro area city pairs. The calibrated value of A is 0.34 for both the US-
Canadian and the UK-Euro area city pairs. The calibrated values of \; are from Nakamura and Steinsson
(2008) for the US—Canadian city pairs and from Gautier et al. (2024) for the UK-Euro area city city pairs.
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Table A.6: Half-lives predicted by the model with the Taylor rule

Half-lives of the aggregate RERs

(PR, pe) (0.70, 0.70)  (0.10, 0.80) (0.80, 0.10) Data
m=1 0.761 2.288 0.561
US—Canadian city pairs
m = 0.156 2.258 3.082 1.416 4.922
m = 0.106 2.604 3.127 1.671
UK-Euro area city pairs
m = 0.144 2.330 3.093 1.467 2.398
m = 0.134 2.395 3.102 1.514
Half-lives of the good-level RERs
(PR, pe) (0.70, 0.70)  (0.10, 0.80) (0.80, 0.10) Data
m=1 0.654 0.648 0.640
US—Canadian city pairs
m = 0.156 1.451 1.163 0.761 1.606
m = 0.106 1.753 1.350 0.827
UK-Euro area city pairs
m = 0.144 1.513 1.202 0.773 1.182
m = 0.134 1.568 1.237 0.785

NOTES: The table reports the half-lives predicted by the model with a Taylor rule. The unit of half-lives is
years. The upper panel presents the half-lives of the aggregate RER, while the lower panel shows those of the
good-level RER. To calculate the predicted half-lives in the table, we use the calibrated values of 7 = 0.74,
e =4, 0./, =25, and § = 0.98. In all calculations, A is held constant at A = 0.34.

In each panel, we report the half-lives based on parameters for monetary policy (pr and p.). The half-lives
are computed using the estimated values of m based on specification (1) in Tables 1 and 2, as well as those
under full attention (m = 1).
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