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Abstract

We present and conduct a novel experiment on a dynamic beauty contest game motivated by the canonical New-Keynesian model. Participants continuously provide forecasts for prices spanning multiple future periods. These forecasts determine the price for the current period and participants’ payoffs. Our findings are threefold. First, the observed prices in the experiment deviate more from the rational expectations equilibrium prices under strategic complementarity than under strategic substitution. Second, participants’ expectations respond to announcements of future shocks on average. Finally, participants employ heuristics in their forecasting; however, the choice of heuristic varies with the degree of strategic complementarity.
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1 Introduction

The assumption that individuals form rational expectations is pervasive and often taken for granted in macroeconomic modeling. Over the last five decades, a substantial body of macro and experimental economics literature has evaluated the rational expectations equilibrium (REE) hypothesis. One notable finding from the macroeconomics literature is that models with the strong form of rational expectations can lead to countercintuitive implications, such as the forward-guidance puzzle. Consequently, researchers have become increasingly skeptical of this hypothesis, proposing alternative frameworks (for example, Angeletos and Lian, 2018; Farhi and Werning, 2019; García-Schmidt and Woodford, 2019).

Another finding emerges from the literature on experimental economics. This literature finds that the results of numerous experiments are inconsistent with the strong form of rational expectations (see, among others, Hommes et al., 2005; Heemijeir et al., 2009; Bao et al., 2017). In these experiments, individual decisions depend on participants’ expectation about what other participants do, and the market outcome (e.g., prices) is an aggregation of these individual behaviors. Markets can exhibit an expectational feedback effect. Past events can shape individual expectations which, in turn, affect the current aggregate market outcome. The results of these experiments differ substantially from those predicted by the rational expectations hypothesis. Instead, they can be better explained by models with backward-looking expectation formation (see, for example, Anufriev and Hommes, 2012; Evans et al., 2021).

Notably, most of these existing experiments are essentially static: participants only need to forecast what others do today, not tomorrow. The outcome is thus only a function of today’s behaviors (see Bao et al., 2021, for a survey). As a result,
it is difficult to provide useful insights for macroeconomists who study expectation formation in a dynamic environment. In a typical macroeconomic model and more generally a dynamic game, individuals forecast not only today’s actions of others, but also their actions tomorrow, the day after, and beyond. The static framework does not enable us to analyze how these series of expectations change in such a dynamic situation, for example, in response to news about future shocks.

We contribute to the literature by filling this gap. We propose and conduct an experiment using a dynamic beauty contest game motivated by the canonical New-Keynesian model. In our model, there are many firms, and each firm faces a linear demand curve. The demand decreases as the firm increases its price and increases as other firms increase their prices. Firms choose their prices for maximizing their profit given the prices of others. A static REE price is a fixed point of this process. Now we introduce a friction that prevents them from choosing this static optimal price. We assume that they can only choose their prices with a probability $1 - \theta$. This friction compels them to factor in dynamic considerations. Specifically, firms need to make their forecasts of both today’s and future prices. So, expectations of today’s and future prices affect individual decisions. The market has an additional dynamic feedback effect since expectations of future prices directly affect today’s outcome.

Following the literature, we transform the model into a dynamic version of the “learning-to-forecast” experiments, (Marimon and Sunder, 1993). In these experiments, participants only need to make their forecasts, eliminating the need to choose their optimal prices. This formulation excludes possible mistakes by participants when they choose their optimal prices (Bao et al., 2013), and allows us to focus on how expectations are formed.

Coibion et al., 2018).

2The core part of the New-Keynesian model is based on firms’ maximization problem formulated by Calvo (1983).
We undertake a 3 by 2 between-subjects experimental design. Our first focus is on games that feature strategic complementarity, as well as weak and strong substitution. Furthermore, during the course of the experiment, we introduce two upward shifts in the demand curve, which we simply refer to as “shocks.” Our second focus is on when these shocks occur unexpectedly, as well as on cases where shocks are announced to participants two periods in advance.

Using this experimental framework, we begin by testing two hypotheses. In the first hypothesis, we investigate the effect of the strategic environment (Hanaki et al., 2019). That is, we test whether observed prices deviate more from the REE prices under strategic complementarity than under strategic substitution. This hypothesis test is mainly to confirm existing results of past learning-to-forecast experiments within our new experimental framework. In the second hypothesis, we examine how forward-looking expectation formation is. Specifically, we assess whether participants adjust their expectations for future prices in response to announcements of future shocks in environments where prices move along the REE in periods before the announcement. Our proposed framework uniquely facilitates the testing of this latter hypothesis, a feat unachievable with existing experimental designs. We show that our experimental results validate the two hypotheses.

We then proceed to analyze how participants form their expectation in our dynamic beauty contest game. We uncover various facts. First, as observed in static

\[ \text{The existing learning-to-forecast experiments, such as Heemeijer et al. (2009); Bao et al. (2017), demonstrate that, on one hand, prices deviate substantially from those expected under REE when there is a strong positive feedback between expectations and prices (i.e., when } \beta \text{ is positive and close to one), and on the other hand, prices converge quickly to REE prices when there is a negative feedback between the two (i.e., when } \beta \text{ is negative and its absolute value is less than one). Recently, however, Evans et al. (2022) and Anufriev et al. (2022) demonstrated that eliciting forecasts for a longer horizon stabilizes the price dynamics under strategic complementarity, although not to the extent that prices converge to REE prices. While the frameworks of Evans et al. (2022) and Anufriev et al. (2022) are different from ours, we would like to investigate whether the effect of a strategic environment is observed in our framework.} \]
experiments, a sizable fraction of participants has naive expectations. In other words, they anticipate that today’s and future prices will mirror the price observed yesterday. Interestingly, the fraction of naive forecasts declines sharply following the shocks or their announcement, pointing to an increase in “eductive” reasoning. Second, participants revise their predictions when they observe a discrepancy between their past expectations and realized prices, but they do so sluggishly. For example, even if yesterday’s price prediction was higher than the price that was realized, they do not excessively lower their price forecast. Finally, only in the case of strategic complementarity do participants also factor in the past inflation rate when shaping their expectations. In the case of strategic complementarity, prices are more likely to follow a nonstationary process or deviate from REE prices. Therefore, it is optimal for participants to incorporate inflation rate information in their predictions. In contrast, under strategic substitutes, realized prices tend to be closer to the steady-state REE prices, motivating participants to base their predictions solely on the market price level, not its change.

From these findings, we draw the following conclusions. There is not a single, universally correct model for expectation formation. Factors such as economic conditions, the presence of shocks, or their announcements seem to prompt participants to adaptively choose their predictive models. Similarly, participants are not purely backward-looking or forward-looking. Some participants only form forward-looking expectations when the shocks or their announcement occur. The studies most closely aligned with our paper’s conclusions are those by authors Anufriev and Hommes (2012) and Evans et al. (2021). In these models, participants endogenously choose a prediction model that enhances the accuracy of their forecasts.

To the best of our knowledge, only Colassante et al. (2020) and Evans et al. (2022) elicit forecasts for multiple future periods in the framework of learning-to-
forecast experiments.⁴ Although Colassante et al. (2020) elicit a series of forecasts for multiple future periods, unlike our framework, the forecasts beyond that for the next period do not determine the market outcome. Evans et al. (2022) is based on Lucas’ asset pricing model (Lucas, 1978) and forecasts for multiple future periods determine the next period price just as in our framework. However, their main focus is to study whether longer-horizon forecasts stabilize prices, and not to investigate how expectations respond to the arrival of new pieces of information.

The rest of the paper is organized as follows. Section 2 presents a model of a dynamic beauty contest based on Calvo (1983). The design of the experiment as well as its procedure are presented in Section 3. Section 4 shows the REE as the benchmark. The results of the experiment are summarized in Section 5 including a discussion of implications for modeling expectation formation. Section 6 concludes.

2 A Model of a Dynamic Beauty Contest

We introduce our economic model, which serves as a basis for our experiment design. Suppose that there is a continuum of firms that have monopolistic power uniformly distributed over \([0,1]\). Let \(p_i\) denote the price chosen by individual firm \(i\). For notational simplicity, we drop subscript \(i\). The demand function for an individual firm is

\[
D(p; P) \equiv [a - bp + cP]^+, \tag{1}
\]

where \(P\) is the aggregate price index given by

\[
P = \int_0^1 p_i di.
\]

⁴There are several papers that elicit forecasts for multiple future periods in the asset market experiments pioneered by Smith et al. (1988). In these experiments, participants do not only forecast future prices, but actually trade the asset; see, e.g., Haruvy et al. (2007) and Akiyama et al. (2014, 2017).
We assume that $a > 0$, $b > 0$, and $c \in \mathbb{R}$. We impose the following condition on $b$ and $c$:

$$-\infty < c \leq 2b.$$ 

If this assumption is violated, then the statically optimal price in an equilibrium becomes infinite. Note that parameter $c$ can be positive or negative, which governs the degree of strategic interaction between the firms. The firms have an identical linear technology function, and the unit cost of production is denoted by $\kappa$.

Firm $i$ maximizes the present value of its profit at each period, but is subject to a pricing friction. The friction prevents the firms from changing its price at every period, and only allows the firm to do so with probability $1 - \theta$. We assume that if a firm cannot change its prices $T$ consecutive times, then the firm can change the price next time with probability 1. The maximization problem at period $t$ is

$$\max_{p_t} \sum_{s=0}^{T} \theta^s \pi_{t+s},$$

where

$$\pi_{t+s} = p_t D(p_t; P_{t+s}) - \kappa D(p_t; P_{t+s})$$

The demand function is given by equation (1). At every period, firm $i$ can re-optimize its price with probability $1 - \theta$. The continuation payoffs in the events are not a function of $p_t$. These continuation payoffs do not appear in objective function (2). It is important to emphasize here that firms have perfect foresight (rational expectation) over the future aggregate price indexes, $(P_{t+s})_{s=0}^{\infty}$.

We establish the following proposition:

**Proposition 1.** The optimal price for firms that can reset their prices at period $t$ is
given by

\[ p_t = \sum_{s=0}^{T} \frac{\theta^s}{\sum_{s=0}^{T} \theta^s} (\alpha + \beta P_{t+s}) , \]  

(3)

where

\[ \alpha = \frac{1}{2} \left( \kappa + \frac{a}{b} \right), \quad \beta = \frac{1}{2} \frac{c}{b}. \]

Moreover, the law of motion of the aggregate price index is

\[ P_t = (1-\theta) p_t + \theta P_{t-1}. \]  

(4)

**Proof.** Taking the first-order conditions of maximization problem (2), we obtain equation (3). To derive equation (4), recall that the aggregate price index is given by the average of individual prices (2) and that only fraction \(1-\theta\) of firms can reset their prices. Because they are randomly chosen, the average price among firms that cannot reset their price today is \(P_{t-1}\). Firms that can reset their prices choose the same price level given by equation (3). So average price \(P_t\) satisfies equation (4).

It is important to note that \(\alpha + \beta P_t\) represents the optimal price at period \(t\), provided that the firms are not subject to any pricing friction. This essentially means that the optimal price constitutes a weighted average of static optimal prices. Equation (3) elucidates the dynamic thought process within firms: the optimal price, \(p_t\), depends on current actions by others, as well as future actions, encapsulated in \(P = (P_{t+s})_{s=0}^{T}\). In other words, the best response function, given by (3), embodies dynamic feedback mechanisms. The price index today is influenced by future price indexes. This is the primary reason why this model is frequently described as a dynamic beauty contest model.

In contrast, when firms can fully adjust their prices (\(\theta = 0\)), the dynamic component of the decision-making process is eliminated: each firm’s focus shifts solely to predicting the present-day actions of the other firms. The experiment we propose,
inspired by this economic model, stands apart from existing models because it necessitates that participants anticipate not only the actions of others at period \( t \), but also at periods \( t + 1, \cdots, t + T \).

3 Experimental Design

3.1 Setup

In our experimental setup, we employ a cohort of six participants.\(^5\) These participants indexed by \( i \) engage in the game over a series of periods. As each period commences, the participants put forward their price forecasts for five subsequent periods, including the current one.\(^6\) This implies that in the first period, participants submit their price forecasts for periods 1 through 5. Subsequently, in the second period, forecasts are given for periods 2 through 6, and this pattern continues for subsequent periods. We denote each participant’s forecast submitted in period ‘\( t \)’ for the price in period ‘\( k \)’ as \( f_{i,t}^k \). Importantly, although not all the submitted forecasts are used for determining the payoffs of the participants ex-post, as explained below, when participants submit their forecasts at the beginning of a period, all five forecasts can determine their payoffs ex ante.

Let \( \pi_i^t \) denote the payoff of participant \( i \) at period \( t \). It is determined by

\[
\pi_i^t = \frac{100}{|F_{i,t} - P_t| + 1},
\]

where \( P_t \) is the realized price at period \( t \) and \( F_{i,t} \) denotes the payoff-relevant forecast.

---

\(^5\)One may consider a cohort of six to be too small for an experiment to have macroeconomic implication. However, the main results of existing learning-to-forecast experiments do not change even if conducted with larger groups of 20 to 30 participants (Bao et al., 2020) or with close to 100 participants (Hommes et al., 2021).

\(^6\)All the forecasts must be integers.
of participant $i$ at period $t$. The payoff-relevant forecast $F_i^t$ at the first period $t = 1$, the set of forecasts submitted at period $t = 1$ is the set of payoff-relevant forecasts, and $F_i^1 = f_{i,1}^1$. From period 2 and onward, the sets of payoff-relevant forecasts are determined as follows. With probability $1 - \theta = 1/2$, the newly submitted set of forecasts in that period becomes payoff-relevant. In this case, the payoff-relevant forecast $F_i^2$ is the forecast of period $t = 2$ price submitted at period $t = 2, F_i^2 = f_{i,2}^2$. With probability $\theta = 1/2$, however, the payoff-relevant set of forecasts remains the same as before. Thus, the forecast of period $t = 2$ submitted at period $t = 1$ is payoff-relevant, and $F_i^2 = f_{i,2}^2$. The payoff-relevant sets of forecasts for $t = 3$ and onward are determined in the same manner. When a set of forecasts has been payoff-relevant for five consecutive periods, then with probability one, the new set of forecasts submitted in the next period becomes payoff-relevant.

This adjustment process is motivated by the dynamic beauty contest model in Section 2. Namely, $1 - \theta$ in the model, which is the probability of firms being given an opportunity to re-optimize their prices in period $t$, is translated into the probability of the new set of forecasts becoming payoff-relevant for participants. And the horizon over which firms optimize, $T$, in the model is equivalent to the number of future periods, in addition to the current one, over which our participants forecast in each period (in the case of our experiment, $T = 4$). We set the payoffs so that the equilibrium path of the Nash equilibrium (subgame perfect Nash equilibrium) corresponds to the REE of the dynamic beauty contest game in Section 2.

To give a concrete example, consider hypothetical sets of forecasts submitted by

\footnote{\textsuperscript{7}$\pi_i^t$ is rounded to the nearest integer value.}

\footnote{\textsuperscript{8}This is because, in such cases, the set of forecasts that has been payoff-relevant does not contain the forecast for the next period. For example, if the set of forecasts submitted in period 1 $(f_{i,1}, f_{i,2}, f_{i,3}, f_{i,4}, f_{i,5})$ has been payoff-relevant for five consecutive periods, i.e., between periods 1 to 5, then as it does not contain a forecast for period 6 price, we need to make the new set of forecasts submitted in period 6 payoff-relevant.}
Table 1: Submitted Forecasts

<table>
<thead>
<tr>
<th>Period\Forecast Period</th>
<th>(t = 1)</th>
<th>(t = 2)</th>
<th>(t = 3)</th>
<th>(t = 4)</th>
<th>(t = 5)</th>
<th>(t = 6)</th>
<th>(t = 7)</th>
<th>(t = 8)</th>
<th>(F^i_t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t = 1)</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(t = 2)</td>
<td>42</td>
<td>44</td>
<td>42</td>
<td>43</td>
<td>43</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(t = 3)</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(t = 4)</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td>10</td>
<td>10</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A participant shown in Table 1. Each entry represents a submitted forecast. For example, at period \(t = 1\), the participant submits her forecasts of the prices of period \(t = 1\) to 5 as follows:

\[ (f^i_{1,1}, f^i_{1,2}, f^i_{1,3}, f^i_{1,4}, f^i_{1,5}) = (10, 11, 12, 12, 12). \]

At the initial period (\(t = 1\)), the set of forecasts just submitted becomes payoff-relevant. Thus, \(F^i_1 = 10\). Suppose that at period \(t = 2\), the new set of forecasts does not become payoff-relevant. So, \(F^i_2\) is determined based on the forecasts submitted at period \(t = 1\). That is, \(F^i_2 = 11\). At periods \(t = 3\) and \(t = 4\), as the new set of forecasts becomes payoff-relevant, \(F^i_3 = 9\) and \(F^i_4 = 13\).

Now we move on to explain how the price at period \(t\), \(P_t\), is determined. Motivated by the model in Section 2, the market price is given by

\[ P_t = \frac{1}{6} \sum_{i=1}^{6} p^i_t, \quad (5) \]

where

\[ p^i_t = \begin{cases} 
\sum_{j=0}^{4} \frac{\theta^j}{\sum_{i=0}^{4} \theta^j} (\alpha + \beta f^i_{t,t+j}) & \text{if forecasts submitted in period } t \\
\alpha \beta f^i_{t,t+j} & \text{becomes payoff-relevant for } i \\
\theta^i_{t-1} & \text{otherwise} 
\end{cases} \quad (6) \]

where \(\alpha\) and \(\beta\) are the parameters of the model, and \(\theta = 1/2\).\(^9\)

\(^9\)\(P_t\) is rounded to the nearest integer in our experiment because forecasts submitted by partici-
During games, we introduce two shocks to $\alpha$, which captures the size of the demand. The first shock occurs in period 14, and the second shock occurs in period 29. We choose $\alpha$ so that the initial steady-state REE price is 65, and it becomes 85 and 110 after the first and the second shocks, respectively.

In the theoretical framework presented in Section 2, the game continues indefinitely. In our experiment, we assume that the game ends with probability $\gamma = 0.05$ at the end of each period. Otherwise, the game continues to the next period. Accordingly, participants are rewarded based on the sum of points they earn from the beginning until the end of the game.

However, implementing such a probabilistic termination rule in a laboratory experiment is problematic because the game can end after only a few periods, thereby not allowing us to study the evolution of the forecasts in response to shocks, or the game may not end during the time for which participants are recruited. To circumvent the former problem, we employ the block random termination method Fréchette and Yuksel (2017) commonly used in the experiments of indefinitely repeated games.

Under the method, participants are asked to play the game in a block of $B$ periods. Only at the end of the block are the participants informed of whether the game has already ended during the block just completed. If the game has done so, they gain the sum of $\pi^i_t$ up to that period. If the game has not ended, the game continues for another block of $B$ periods. For example, if the game has actually ended in period $\tau < B$, they are rewarded based on $\sum_{t=1}^{\tau} \pi^i_t$. They are also well informed, the game can continue beyond $B$ periods, and if that is the case, they play the game for at least another $B$ periods. In our experiment, we set $B = 20$. Therefore, participants are constrained to be integers.

\footnote{Introducing positive termination probability changes the optimization problem and the optimal solution shown in equations (2) and (3), so that equation (6) used in the experiment is different from the REE of the model with a positive termination probability. But because the quantitative impacts of this difference are small, we ignore them. See Appendix A.}
informed that they are going to play the game for at least 20 periods.

Furthermore, because the duration of a game may vary across groups, participants are informed that this multiperiod game can be repeated several times if all the groups finish playing a game within 30 minutes from the start of the first game. When a new game starts, new groups of six participants are randomly formed (and thus, everyone in the same experimental session has to wait until all the groups in the same session finish a game before starting a new one). If the game is repeated several times, one of them will be selected randomly and participants are paid according to the points they earn in the chosen game.

For example, if the last group to finish the first game does so in 15 minutes since its start, the second game will be played. If the last group to finish the second game does so at 35 minutes since the start of the first game, the experiment ends. In this case, because the game has been repeated twice, either the first or the second game is selected randomly, and the participants are paid based on their earning in the selected game. Note that it is also possible that the first game ends 30 minutes after its start. If this is the case, only one game is played during the experiment, and the participants are paid according to the points they earned in this game.

3.2 Treatments

In our 3 by 2 between-participants experiment, we focus on modulating two primary aspects of the games. The first aspect is the degree of strategic interaction. We consider the games with \( \beta \in \{0.9, -0.9, -1.8\} \). That is, the games exhibit strategic complementarity (positive feedback) or substitution (negative feedback).\(^{11}\) As we

\(^{11}\)Because participants are only allowed to submit integer forecasts, there might be multiple equilibria for cases of strong strategic complementarity. It turns out that when \( \beta = 0.9 \), there are multiple equilibria. However, the set of equilibria is not huge and this multiplicity does not affect the results of the paper. Therefore, we do not address this issue explicitly.
vary $\beta$, we adjust $\alpha$ so that the REE prices at period $t = 1$ are kept the same. We also explicitly consider a strong substitution case, $\beta = -1.8$, because some of the expectation formation models allow this kind of eductive instability, (e.g., García-Schmidt and Woodford, 2019).

The second aspect is the anticipation of the shocks to $\alpha$. We consider games with and without pre-announcement of shocks. In the treatment without pre-announcement, participants are informed of the new value of $\alpha$ only at the occurrence of the shock, that is, in period 14 for the first shock and in period 29 for the second shock. In the treatments with pre-announcement, participants are informed of the new value of $\alpha$ at period 12 for the first shock, and at period 27 for the second shock. Thus, we can study the adjustment of participants’ forecasts, say for period 14 price, before and after the pre-announcement. See Appendix C for the screen shots. In every treatment, the current values of $\alpha$ and $\beta$ are presented clearly on their screens.

### 3.3 Procedures

We use oTree (Chen et al., 2016), an open-source platform for web-based interactive tasks, to conduct the experiments online. Participation is from where they are, and not from our physical experimental laboratory. The final rewards are paid through Amazon Gift Cards (e-mail version).

Participants are students at Osaka University. They are recruited using ORSEE (Greiner, 2015). An English translation of the instruction slides as well as examples of the decision screens are provided in Appendix C.

In carrying out our experiment, following Duffy and Puzzello (2014) and Duffy and Puzzello (2022), we have used predetermined sequences of random numbers to determine the number of periods for each game. The predetermined number of periods

---

12See Appendix B for details regarding how we have conducted our online experiment.
was between 33 and 36 in each game. This allowed us to control the duration of the experiment across sessions and also to limit variation in participants’ take home pay due to variation in the number of periods within a game. We did, however, withhold this information from our participants. The first game lasted more than 30 minutes in all the experimental sessions, and as a result, only one game was played in all these sessions.

4 Rational Expectations Hypotheses

We take rational expectations as our benchmark. Given the initial conditions \((p_{t-1}, P_{t-1})\), REE prices \((p_t, P_t)\) solve the following equations uniquely:

\[
P_t = (1 - \theta)p_t + \theta P_{t-1} \tag{7}
\]

\[
p_t = \sum_{k=t}^{T-t-1} \frac{\theta^{k-t}}{\sum_{s=0}^{T} \theta^s} (\alpha_{t,k} + \beta P_{t+k}) \tag{8}
\]

where \(\alpha_{t,k}\) is the expected value of \(\alpha\) at period \(k\) from a period \(t\) perspective. When the shocks are not announced, \(\alpha_{t,k} = \alpha_{t,t}\) for all \(k\) and \(t\). Equation (7) describes the law of motion of \(P_t\) under no sampling uncertainty and the individual price \(p_t\) is chosen given the actual realization of the future prices. Figure 1a demonstrates the REE price sequence \((P_t)_t\) when the shocks are pre-announced, and Figure 1b depicts the price sequence when the shocks are not pre-announced.

These figures are intuitively understood. When the game demonstrates strategic complementarity \((\beta > 0)\), the transition to new steady-state equilibrium prices is slower, a feature resulting from Calvo pricing friction. Participants acknowledge that others might not be capable of swiftly adjusting their prices due to pricing friction. As individual optimal prices are positively correlated with the pricing actions of others, they prefer to avoid rapid price adjustments.
On the contrary, when the game displays strategic substitution ($\beta < 0$), the operative mechanism is reversed. Given that some participants fail to adjust their prices, the prevailing price becomes too low. This low price motivates individuals to post higher prices. Thus, the transition to the new steady-state equilibrium price is faster.

We compare the price dynamics implied by the REE with the realized price sequences of our experiments. In particular, we test the following two hypotheses: (1) price deviations from the REE are larger under strategic complementarity than under strategic substitution; and (2) participants respond to the announcement of the shocks.

5 Results of the Experiment

We conducted our experiments in April and May 2023. There was a total of 294 participants in the experiments.\footnote{However, in one session with announcement of the future shock with $\beta = 0.9$, one participant decided to leave the experiment while answering the comprehension quiz. The experimenter has substituted this participant, and thus, the experiment could continue. We have dropped the data of this group from the analyses. But because we did the same treatment in which 30 participants...} Each experiment lasted for 90 minutes on average,
Table 2: Number of Groups per Treatment

<table>
<thead>
<tr>
<th>Treatments</th>
<th>$\beta = 0.9$</th>
<th>$\beta = -0.9$</th>
<th>$\beta = -1.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>With Announcement</td>
<td>8</td>
<td>$8^a$</td>
<td>8</td>
</tr>
<tr>
<td>Without Announcement</td>
<td>8</td>
<td>8</td>
<td>$7^b$</td>
</tr>
</tbody>
</table>

Notes: Row “With Announcement” represents the results where the shocks were pre-announced while row “Without Announcement” shows the results where the shocks were not pre-announced. $a$: One group stopped at $t = 33$ due to a technical problem. $b$: One group stopped at $t = 39$ due to a technical problem.

and participants earned 2482 JPY (approximately 18 USD based on the exchange rate at the time) including the show-up fee of 500 JPY on average. The average payment varied across the value of $\beta$. It was lowest in the treatments with $\beta = -1.8$ (1778 JPY) followed by 2806 JPY and 2844 JPY in treatments with $\beta = -0.9$ and $\beta = 0.9$, respectively. Table 2 summarizes the number of groups per treatment.

5.1 Effect of the Degree of Strategic Interaction

Figure 2 shows the dynamics of prices observed in each treatment. One line corresponds to a group in each panel. As one can observe, regardless of the existence of the announcement, the prices follow the REE quite closely when $\beta = -0.9$ but they deviate greatly from the REE when $\beta = 0.9$. These findings are very similar to the results from the existing learning-to-forecast experiment such as those of Heemeijer showed up, we have a total of eight groups for this treatment. Furthermore, in one session without announcement of the shock and $\beta = -1.8$, one of the participants lost his/her internet connection around period 11 and switched to a different mode of connection. As a result, an error occurred and the experiment could not continue for this group. In addition, in the same session, an error occurred for a group in period 40. Thus, we only have data for seven groups for this treatment, with one group missing the price and forecasts submitted in period 40. Finally, in the treatment with announcement of the shocks and $\beta = -0.9$, one group encountered a technical problem and the experiment stopped in period 33. Thus, while we have data for eight groups for this treatment, one lacks the data from period 34 onward.

14 Exchange rate between the points earned during the experiment and JPY was 1 point = 2 JPY.
Figure 2: Realized Price Dynamics

Notes: The red dashed lines represent the steady-state levels of the aggregated prices.
et al. (2009) and Bao et al. (2012). Accordingly, with $\beta = 0.9$, the price dynamics do not at all resemble those presented in the previous section.

When $\beta = -1.8$, the prices are close to the REE prices but fluctuate around them. These fluctuations are also in sharp contrast to the rational expectations outcome presented in Figure 1.

Now, let us quantify the degree of deviation from the REE prices. We compute the relative absolute deviation, $RAD$, and the relative deviation, $RD$, proposed by Stöckl et al. (2010). For group $g$, $RAD_g$ and $RD_g$ are defined as follows:

$$RAD_g = \frac{1}{K} \sum_t \frac{|P_{g,t} - P_{t}^{\text{REE}}|}{P_{t}^{\text{REE}}}$$

$$RD_g = \frac{1}{K} \sum_t \frac{P_{g,t} - P_{t}^{\text{REE}}}{P_{t}^{\text{REE}}}$$

where $P_{g,t}$ is the realized period $t$ price for group $g$ and $P_{t}^{\text{REE}}$ is the REE price in period $t$. $K$ is the total number of periods (40 except for the two groups that faced a technical problem).

Figure 3 shows the empirical cumulative distribution (ECD) of RAD (top) and RD (bottom) in the treatments with (left) and without (right) announcement. In each panel, the distributions for the three values of $\beta$ are shown. The top panels show that, regardless of the existence of announcement, RADs are positive for the three values of $\beta$, suggesting that observed prices are significantly different from those under REE. Furthermore, the observed RADs are largest under $\beta = 0.9$, followed by $\beta = -1.8$, and then $\beta = -0.9$ regardless of the existence of the announcement. The differences between the three treatments are statistically significant for both with and without announcement.\textsuperscript{16} Therefore, the deviations of the observed prices from the

\textsuperscript{15}They are all significantly different from zero at the 5% level according to the signed-rank test. $P-values$ are 0.018 $\beta = -1.8$ without announcement and 0.012 for all the other five treatments.

\textsuperscript{16} $P < 0.05$ based on the Kruskal–Wallis (KW) test for both with and without announcement. For pairwise comparisons, p-values based on the Mann–Whitney (MW) test (two-tailed) are 0.0002
REE are smaller under strategic substitution than under strategic complementarity, and furthermore, they are smaller under “weak” substitution ($\beta = -0.9$) than under “strong” substitution ($\beta = -1.8$).

The bottom panels show, however, that while RDs are larger under strategic complementarity than under strategic substitution as in the case of RADs, there is no longer a statistically significant difference between $\beta = -0.9$ and $\beta = -1.8$.\footnote{For pairwise comparisons, p-values based on the MW test (two-tailed) are 0.0002 ($\beta = 0.9$ vs $\beta = -0.9$), 0.0012 ($\beta = 0.9$ vs $\beta = -1.8$), and 0.1520 ($\beta = -0.9$ vs $\beta = -1.8$) without announcement, and 0.0650 ($\beta = 0.9$ vs $\beta = -0.9$), 0.0379 ($\beta = 0.9$ vs $\beta = -1.8$), and 0.2345 ($\beta = -0.9$ vs $\beta = -1.8$) with announcement.}

\(p = 0.0001\)  
\(p = 0.002\)  
\(p = 0.0437\)  
\(p = 0.0005\)
Note that because RD takes the direction of the deviation from REE into account, it becomes close to zero when the prices fluctuate around REE as in the case of $\beta = -1.8$.\(^\text{18}\)

### 5.2 How Forward-Looking are Expectations?

Let us now turn to the way forecasts have responded to the announcement of future shocks. To do so, we focus on the difference in the forecast adjustments at the time of shock between treatments with and without announcement. Namely, we compute the average difference in the forecast price between the period of the shock and the period just before the shock (periods 14 and 13, respectively, for the first shock and periods 29 and 28, respectively, for the second shock) submitted in the periods after the announcement (periods 12 and 13 for the first shock and periods 27 and 28 for the second shock) and those before the announcement (periods 10 and 11 for the first shock and periods 25 and 26 for the second shock). That is, for each participant $i$, the average forecast responses to the announcement of the first and second shocks, $\Delta f^i_1$ and $\Delta f^i_2$, are defined as follows:

\[
\Delta f^i_1 = \frac{1}{2} \sum_{t=12}^{13} (f^i_{t, 14} - f^i_{t, 13}) - \frac{1}{2} \sum_{t=10}^{11} (f^i_{t, 14} - f^i_{t, 13})
\]

\[
\Delta f^i_2 = \frac{1}{2} \sum_{t=27}^{28} (f^i_{t, 29} - f^i_{t, 28}) - \frac{1}{2} \sum_{t=25}^{26} (f^i_{t, 29} - f^i_{t, 28})
\]

We compute the same measure for the participants in the treatment without announcement as for the benchmark.

Figure 4 shows the empirical cumulative distributions of $\Delta f^i_1$ (left) and $\Delta f^i_2$ (right) \(^\text{18}\)In fact, RD is not significantly different from zero for $\beta = -1.8$ without announcement ($p=0.6875$, signed-rank test) while it is significantly different from zero at the 5% significance level for five other treatments ($p=0.0391$ for $\beta = 0.9$ with announcement and 0.0078 for the remaining four treatments, signed-rank test.)
Figure 4: Distributions of $\Delta f_i^1$ and $\Delta f_i^2$
with and without announcement for three values of $\beta$. P-values are from MW and Kolmogorov–Smirnov (KS) tests. We also report the distributions between treatments with and without announcement.

Figure 4 shows that, without announcement, both $\Delta f^i_1$ and $\Delta f^i_2$ are concentrated around zero. This is especially so for $\beta = -0.9$ for both the first and second shocks in which prices were very close to the steady-state equilibrium prices before the realization of these shocks. With announcement, however, $\Delta f^i_1$ and $\Delta f^i_2$ are distributed more toward positive values (except for $\Delta f^i_2$ of $\beta = 0.9$), suggesting that participants adjusted their forecasts upward in response to the announcement. Except for $\beta = 0.9$, there are significant differences in $\Delta f^i_1$ and $\Delta f^i_2$ between treatments with and without announcement. Thus, consistent with participants having forward-looking expectations, they expect prices to go up after the announcement under strategic substitution.\(^\text{19}\)

### 5.3 Expectation Formation in a Dynamic Environment

In this section, we analyze how participants form expectations in our dynamic experiments. Similar to the existing literature, we categorize price expectations into two types: naive expectations and others. In Subsection 5.3.1, we define and analyze naive expectation formation in our setting. Following that, in Subsection 5.3.2, we proceed to analyze non-naive forecasts.

\(^{19}\)While $\Delta f^i_2$ is significantly greater than $\Delta f^i_1$ for $\beta = -0.9$ ($p^{MW} = 0.041$ and $p^{KS} = 0.034$), there is no significant difference between the two for $\beta = -1.8$ ($p^{MW} = 0.968$ and $p^{KS} = 0.760$) and $\beta = 0.9$ ($p^{MW} = 0.311$ and $p^{KS} = 0.531$).
5.3.1 Naive Expectation Formation

We commence by defining a naive expectation. We say that the forecasts of participant \( i \) at period \( t \), \( \left( f_{t,t+j}^i \right)_{j \in J} \), is naive if for all \( j \in J \),

\[
f_{t,t+j}^i = P_{t-1},
\]

and \( \varepsilon \)-naive if for all \( j \in J \),

\[
|f_{t,t+j}^i - P_{t-1}| \leq \varepsilon.
\]

These definitions extend the notion of naive expectation from static to dynamic environments. For a forecast at period \( t \) to be naive, it must approximate the preceding price, \( P_{t-1} \) for all \( j \in J \). Therefore, if a participant anticipates today’s price to mirror yesterday’s, yet projects a constant future inflation rate, such forecasts are not naive.

Figure 5 shows the fraction of the naive forecasts for \( \varepsilon \in \{0, 2, 4\} \) in the treatment without the pre-announcements of shocks (left) and with the pre-announcements (right). In each panel, the data from three values of \( \beta \) are pooled. There are three points to be made about which kind of expectation formation participants will engage in. First, the number of participants forming naive expectations increases over time.\(^{20}\) This is because there is a tendency for the economy to converge to steady-state REE prices. As a result, a growing number of participants form naive expectations following the shocks or announcements endogenously.

Second, despite the shocks or announcements, a significant proportion of participants remain inclined toward naive expectations. To illustrate this point, after the shocks where \( \varepsilon = 4 \), almost half the participants maintain roughly naive expectations (Figure 5a). Following the announcements, over 30% still exhibit naive expectations (Figure 5b).

\(^{20}\) Under the REE hypothesis, the fraction of naive forecasts is zero after the realization of the shocks, and becomes 1 when the price sufficiently converges to the steady-state REE prices.
Figure 5: Fraction of Naive Forecasts for Various Cutoffs

(a) No Announcement

(b) With Announcement

Notes: The solid vertical lines represent the rounds at which the shocks occurred. The dashed vertical lines in the right figure represent the rounds at which the announcements of the shocks were made. The difference in line types represents the difference in the value of $\varepsilon$. As indicated in the legend, a solid line represents $\varepsilon = 0$, a dotted line indicates $\varepsilon$ being 2, and a dashed line 4.

Finally, a major chunk of participants either do not stick to, or entirely abandon naive expectation formation when faced with shocks or announcements. Instead, their expectation pattern leans more toward “eductive” tendencies, which will be elaborated on in the next section.

5.3.2 Non-Naive Expectation Formation

We now pivot to non-naive expectations, basing our analysis on experimental data that is not $\varepsilon$-naive with $\varepsilon = 4$. Drawing inspiration from Anufriev and Hommes (2012), we structure the forecast formation around two forecasting rules: adaptive heuristic and trend-following. If participant $i$ adopts the adaptive rule, their belief adjustment would proceed as follows:

$$f_{t,t+j}^i = \omega f_{t-1,t-1}^i + (1 - \omega) P_{t-1} = \omega (f_{t-1,t-1}^i - P_{t-1}) + P_{t-1},$$  \hspace{1cm} (9)

where $\omega$ is the weight assigned to the forecast at period $t - 1$. When $\omega \in (0, 1)$, this forecasting rule says that they only adjust their forecast gradually. When $\omega < 0$,
participant $i$ adjusts their forecast downward if the forecast at period $t - 1$ is higher than the realized price at period $t - 1$.

The trend-following rule says that participant $i$ assumes that the aggregate trend will persist:

$$f_{t,t+j}^i = P_{t-1} + \chi (P_{t-1} - P_{t-2}).$$

(10)

Parameter $\chi$ governs the strength of the extrapolation effect. When $\chi$ is negative, then we can interpret equation (10) differently. Namely, participant $i$ expects the short-run trend to be reversed.

We nest models (9) and (10) as follows and obtain the baseline regression specification:

$$f_{t,t+j}^i - P_{t-1} = a \Delta \alpha_t + 1_{A_t} + \gamma \omega (f_{t-1,t-1}^i - P_{t-1}) + (1 - \gamma) \chi (P_{t-1} - P_{t-2}) + \text{FE}_t + \varepsilon_{t,i,j},$$

where parameter $\gamma$ assigns the weight to the adaptive forecasting rule, $\Delta \alpha_t$ is the shock, and $1_{A_t}$ is the indicator function that is one if at period $t$, the announcement to a shock is made. When $\gamma = 1$, then participant $i$ only uses the adaptive forecasting rule (9). If $\gamma = 0$, then they only use the extrapolation. By running the regression, we estimate the parameters $\gamma \omega$ and $(1 - \gamma) \chi$. The multiplicative $\gamma \omega$ reflects the effective “weight” assigned to the adaptive forecasting rule.

The regression results for each forecast horizon $j$ are presented in Table 3. From these regression results, four points regarding expectation formation can be discerned. First, in almost all cases, participants’ expectations are influenced by the shocks. Importantly, this reaction is not just limited to expectations at the time of the shock, $f_{t,t}^i$, but also for future expectations, $f_{t,t+j}^i$. Interestingly, in the case where $\beta = 0.9$, the shocks have a greater impact on future time points than on the current time point. Such predictions also hold when participants have rational expectations. On
the other hand, no such empirical patterns are observed when \( \beta < 0 \). This implies that participants do not necessarily have qualitatively correct dynamic price forecasts if \( \beta < 0 \).

Second, in many cases, participants’ predictions at the time of the announcement do not significantly respond to the announcement itself. This observation is evident from the fact that the coefficients for \( 1_{A_t} \) when \( j = 0 \) are insignificant. However, starting from \( j = 2 \), there are cases where the coefficient becomes significant. Participants anticipate that other participants will not immediately respond to the announcement itself, but they anticipate that others will react when the shocks occur two periods later. This finding is consistent with that in Section 5.

Third, it is evident that participants are employing adaptive-heuristic forecasting. Across all cases, it can be interpreted that when making price predictions, participants refer to the discrepancy between their past predictions and actual prices. Notably, the coefficients do not increase as the value of \( j \) becomes larger.

The final point is that participants employ a trend-following forecasting rule only when \( \beta > 0 \). Also, in this case, if there was inflation in the past, they predict higher prices in the future: the coefficient at \( j = 0 \) is 0.5, but at \( j = 4 \), it is 1.2, which is significantly higher. In contrast, with \( \beta < 0 \), participants scarcely rely on past inflation. This stark difference is thought to arise from whether the economy is converging to the steady-state REE prices or not. When \( \beta > 0 \), the economy deviates from the REE prices persistently, and the realized prices move in a nonstationary manner. Therefore, forecasting prices becomes more difficult when \( \beta > 0 \). This would be a reason why participants also use past information to predict prices. If \( \beta < 0 \), the past information about prices becomes less relevant (because prices fluctuate around the steady-state REE prices.)

Our results in this section can be summarized as follows. There exists a group
Table 3: Regression Results

<table>
<thead>
<tr>
<th>Panel A $ (\beta = 0.9) $</th>
<th>Horizon</th>
<th>$ j = 0 $</th>
<th>$ j = 1 $</th>
<th>$ j = 2 $</th>
<th>$ j = 3 $</th>
<th>$ j = 4 $</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ \Delta \alpha_t $</td>
<td></td>
<td>0.789</td>
<td>1.084**</td>
<td>1.212**</td>
<td>2.917**</td>
<td>3.325**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.537)</td>
<td>(0.479)</td>
<td>(0.617)</td>
<td>(1.186)</td>
<td>(1.386)</td>
</tr>
<tr>
<td>$ 1_{At} $</td>
<td></td>
<td>1.405</td>
<td>2.100*</td>
<td>2.949**</td>
<td>5.060*</td>
<td>4.457</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.212)</td>
<td>(1.081)</td>
<td>(1.393)</td>
<td>(2.679)</td>
<td>(3.130)</td>
</tr>
<tr>
<td>$ \gamma_j \omega_j $</td>
<td></td>
<td>0.301***</td>
<td>0.255***</td>
<td>0.197***</td>
<td>0.244***</td>
<td>0.110***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.016)</td>
<td>(0.014)</td>
<td>(0.019)</td>
<td>(0.036)</td>
<td>(0.042)</td>
</tr>
<tr>
<td>$(1 - \gamma_j) \chi_j$</td>
<td></td>
<td>0.518***</td>
<td>0.644***</td>
<td>0.888***</td>
<td>1.331***</td>
<td>1.249***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.016)</td>
<td>(0.014)</td>
<td>(0.019)</td>
<td>(0.036)</td>
<td>(0.042)</td>
</tr>
<tr>
<td>$ R^2 $</td>
<td></td>
<td>0.162</td>
<td>0.186</td>
<td>0.117</td>
<td>0.129</td>
<td>0.174</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B $ (\beta = -0.9) $</th>
<th>Horizon</th>
<th>$ j = 0 $</th>
<th>$ j = 1 $</th>
<th>$ j = 2 $</th>
<th>$ j = 3 $</th>
<th>$ j = 4 $</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ \Delta \alpha_t $</td>
<td></td>
<td>0.250***</td>
<td>0.257***</td>
<td>0.294***</td>
<td>0.303***</td>
<td>0.248***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.030)</td>
<td>(0.023)</td>
<td>(0.029)</td>
<td>(0.028)</td>
<td>(0.028)</td>
</tr>
<tr>
<td>$ 1_{At} $</td>
<td></td>
<td>3.553***</td>
<td>1.856*</td>
<td>4.507***</td>
<td>4.830***</td>
<td>5.364***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.273)</td>
<td>(1.002)</td>
<td>(1.231)</td>
<td>(1.186)</td>
<td>(1.198)</td>
</tr>
<tr>
<td>$ \gamma_j \omega_j $</td>
<td></td>
<td>0.370***</td>
<td>0.228***</td>
<td>0.265***</td>
<td>0.161***</td>
<td>0.185***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.015)</td>
<td>(0.011)</td>
<td>(0.014)</td>
<td>(0.014)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>$(1 - \gamma_j) \chi_j$</td>
<td></td>
<td>0.213***</td>
<td>0.013</td>
<td>0.050</td>
<td>-0.055</td>
<td>-0.018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.047)</td>
<td>(0.037)</td>
<td>(0.045)</td>
<td>(0.043)</td>
<td>(0.044)</td>
</tr>
<tr>
<td>$ N $</td>
<td></td>
<td>3.120</td>
<td>3.120</td>
<td>3.120</td>
<td>3.120</td>
<td>3.120</td>
</tr>
<tr>
<td>$ R^2 $</td>
<td></td>
<td>0.244</td>
<td>0.212</td>
<td>0.201</td>
<td>0.128</td>
<td>0.116</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C $ (\beta = -1.8) $</th>
<th>Horizon</th>
<th>$ j = 0 $</th>
<th>$ j = 1 $</th>
<th>$ j = 2 $</th>
<th>$ j = 3 $</th>
<th>$ j = 4 $</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ \Delta \alpha_t $</td>
<td></td>
<td>0.183***</td>
<td>0.197***</td>
<td>0.173***</td>
<td>0.207***</td>
<td>0.204***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.032)</td>
<td>(0.031)</td>
<td>(0.038)</td>
<td>(0.037)</td>
<td>(0.041)</td>
</tr>
<tr>
<td>$ 1_{At} $</td>
<td></td>
<td>3.280</td>
<td>3.290*</td>
<td>7.498***</td>
<td>8.841***</td>
<td>6.550**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.999)</td>
<td>(1.945)</td>
<td>(2.427)</td>
<td>(2.345)</td>
<td>(2.572)</td>
</tr>
<tr>
<td>$ \gamma_j \omega_j $</td>
<td></td>
<td>0.331***</td>
<td>0.292***</td>
<td>0.303***</td>
<td>0.286***</td>
<td>0.216***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.017)</td>
<td>(0.016)</td>
<td>(0.021)</td>
<td>(0.020)</td>
<td>(0.022)</td>
</tr>
<tr>
<td>$(1 - \gamma_j) \chi_j$</td>
<td></td>
<td>0.015</td>
<td>0.005</td>
<td>-0.005</td>
<td>-0.022</td>
<td>-0.108**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.041)</td>
<td>(0.040)</td>
<td>(0.050)</td>
<td>(0.048)</td>
<td>(0.053)</td>
</tr>
<tr>
<td>$ N $</td>
<td></td>
<td>2,964</td>
<td>2,964</td>
<td>2,964</td>
<td>2,964</td>
<td>2,964</td>
</tr>
<tr>
<td>$ R^2 $</td>
<td></td>
<td>0.270</td>
<td>0.257</td>
<td>0.189</td>
<td>0.617</td>
<td>0.575</td>
</tr>
</tbody>
</table>
of participants who consistently stick to naive expectations, even when faced with
dynamic and evolving scenarios. In contrast, a significant number rely on both the
eductive and evolutive methods of expectation formation, as implied by Binmore
(1987). Importantly, there does not exist the ideal model for nonrational expecta-
tions formation. The appropriate approach for modeling expectations largely hinges
on prevailing economic conditions that participants face. Specific factors, such as the
degree of strategic complementarity shown by $\beta$, the presence of shocks, $\Delta \alpha_t$, and
their announcement, play a pivotal role in influencing these expectation formations.
Thus, appropriate models should allow endogenous selection of an optimal economic
forecasting model tailored to the environment that participants face. Papers consis-
tent with our findings include Anufriev and Hommes (2012) and Evans et al. (2021).
Extending this line of research would be promising.

6 Concluding Remarks

In this paper, we extend the conventional static beauty contest game to a dynamic
context and conduct experiments. This dynamic model is constructed based on the
Calvo (1983) pricing model commonly used in macroeconomics. Our new paradigm
of “learning-to-forecast” extends the existing models and allows us to investigate how
participants update their forecasts for the same future periods over time in response
to the arrival of new pieces of information. The experimental results indicate that,
on average, individuals react to announcements of future shocks (eductive reasoning),
while a sizable fraction of participants form naive expectations even in the dynamic
environment considered in our experiment. Additionally, the incorporation of trends,
shocks, and their announcement into expectation formation varies depending on eco-
nomic conditions. Fitting the model in which decision makers choose different fore-
casting models depending on the situation, as in Anufriev and Hommes (2012) and Evans et al. (2021), to our data would be a fruitful next step.

Another approach is to conduct experiments to understand how participants select the variables to use for forecasting, and under which circumstances they are more susceptible to shocks. This is important because changes in the way people form expectations can impact the dynamics of the economy and potentially cause significant fluctuations through expectational feedback loops.

To gain a deeper understanding of the above point, it might be beneficial to change the magnitude of the shocks. When a game is with strategic complementary, even a small shock is magnified, exerting a considerable influence on equilibrium prices. However, if individuals expect that others do not respond to the shock, its initial impact on the economy is tiny, and the economy will slowly transition to the new equilibrium price. This is markedly different from the case of strategic substitutes. In that case, if people expect that others do not react to the shock, it can have a bigger impact on the economy, which might explain why participants respond to the shocks in games with strategic substitutes. To explore the impact of shocks and their announcement, it is helpful to consider sufficiently large shocks in experiments of games with strategic complementarity. These remain as future research topics.
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In the paper, we ignore the impacts of termination probability, $\gamma$, on the REE prices. This is because the impacts are minor as mentioned in footnote 10. To show our claim formally, we compute the REE prices under the assumption that $\gamma = 5\%$, and compare the prices with those computed under the assumption that $\gamma = 0$.

Suppose that $\gamma > 0$. Let $(p_t^\gamma, P_t^\gamma)$ denote the equilibrium individual price and the equilibrium price index when $\gamma > 0$. Then $(p_t^\gamma, P_t^\gamma)$ satisfies the following equations:

$$P_t^\gamma = (1 - \theta) p_t^\gamma + \theta P_{t-1}^\gamma$$ \hspace{1cm} (11)

$$p_t^\gamma = \sum_{s=0}^{T} \frac{\tilde{\theta}^s}{\sum_{s=0}^{T} \tilde{\theta}^s} \left( \alpha_{t,t+s} + \beta P_{t+s}^\gamma \right),$$ \hspace{1cm} (12)

where $\tilde{\theta} = (1 - \gamma) \theta$. So, when firms make their decision, they take into account the fact that the economy ends with probability $\gamma$ at the end of each period.

Figure 6 depicts the absolute difference between $P_t^\gamma$ and $P_t^0$ when $\gamma = 5\%$. Note that the differences are less than one and their dynamics are virtually the same for both cases. Because of this quantitative feature, we ignore the impacts of $\gamma$ on the equilibrium prices. This establishes our claim.
B  Detail of the Procedure of the Online Experiment

Participants join our experiments via Zoom with their cameras and microphone turned off. The camera of the experimenter is always turned on, but her or his microphone is turned on only when necessary.

Upon connecting to a Zoom session, participants first wait in the waiting room. We let participants enter the main room one by one to check their names and to verify whether they are indeed registered for our experiments. Then, each participant is given participant ID in the form of “sub##”, where ## is the two-digit number that is valid during the experiment. Once their participant ID is given, they are sent back to the waiting room until the start of the experiment. By following this procedure, we ensure anonymity.

Once ready, participants re-enter the Zoom meeting room and are given general instructions regarding the online experiment (for example, what to do, including which number to call when their internet connection fails during the experiment). Then, the prerecorded instruction video is played first. Although participants are not given a hard copy of the instruction slides, they are informed that they can go through the same set of slides after the video finishes until they finish answering the comprehension quiz. All the participants need to answer all six questions of the quiz correctly for the first game to start. As noted, participants can review the instruction slides before and while answering the quiz. While participants are asked to communicate directly with the experimenter using the chat function of Zoom when they have questions or encounter problems, they could not communicate with each other via Zoom chat.
C English Translations of the Instructions and Examples of Screenshots

English translation of the instruction slides can be found at https://osf.io/gecv8/?view_only=005886a62c3148f6afe46f0406b2887d

Figures 7 to 10 show examples of the decision screen participants faced in our experiment.

Note: The values of $\alpha$ and $\beta$ are shown in red and with a large font in period 1 as well as when they change (in periods 14 and 29) in all the treatments (see Figure 9). In other periods, they are shown in black with a regular sized font (see Figure 10).

Figure 7: Screen (in period 1) in which participants submit their five forecasts (common to all the treatments)
Note: This is a demo screen in which the shock is introduced in period 5 (this is why the pre-announcement is made in period 3). The text in the yellow box states that “This is information regarding the future changes in the parameter values.

The values of the parameters that determine the price will be $\alpha = xxx$ and $\beta = yyy$ from period $T,$” where $xxx$, $yyy$, and $T$ depend on the treatment and whether it is the first shock or the second shock. The current values of $\alpha$ and $\beta$ are shown in black text below the announcement.

Figure 8: Screen with a pre-announcement of future shock (only for the treatments with pre-announcement)
Note: The values of $\alpha$ and $\beta$ are shown in red with a large font when they change (in periods 14 and 29) in all the treatments.

Figure 9: Screen when the shock is realized (common to all the treatments)

Note: The values of $\alpha$ and $\beta$ are shown in black with a regular sized font.

Figure 10: Screen for normal periods (common to all the treatments)