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Abstract

In the era of rapidly advancing artificial intelligence (AI), understanding to what
extent people rely on generative Al products (Al tools), such as ChatGPT, is
crucial. This study experimentally investigates whether people rely more on Al
tools than their human peers in assessing the authenticity of misinformation. We
quantify participants’ degree of reliance using the weight of reference (WOR) and
decompose it into two stages using the activation-integration model. Our results
indicate that participants exhibit a higher reliance on ChatGPT than their peers,
influenced significantly by the quality of the reference and their prior beliefs. The
proportion of real parts did not impact the WOR. In addition, we found that the
reference source affects both the activation and integration stages, but the quality
of reference only influences the second stage.
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1 Introduction

Generative artificial intelligence (GAI) has emerged as a pivotal advancement in the
realm of Al, garnering global interest for its innovative capabilities and broad appli-
cability across various sectors, including finance (Cao, 2020), medicine (Hamet, 2017),
and education (Zhai et al., 2021). Unlike traditional Al systems, which are designed to
operate within predefined rules and parameters, GAI technologies, exemplified by Ope-
nAl’s generative pretrained transformer (GPT) models, have revolutionized the field
by enabling the generation of new content, such as images (NovelAl, nijijourney), nar-
ratives (NovelAlI, Nichesss), and engaging in dialogues (ChatGPT, BingChat), based
on user prompts. This shift toward creative and interactive Al applications has not
only facilitated their integration into everyday life but also marked a significant leap
toward artificial general intelligence (AGI). The appeal of GAI, particularly platforms
like ChatGPT, lies in their ability to blend advanced functionalities with user accessi-
bility, fostering reliance on these technologies in diverse fields, such as education (Ju,
2023) and the arts (Victor, 2023). Increasingly, GAI products are being utilized as
versatile Al tools by the general populace, signifying a minor yet impactful step in
altering societal habits and a monumental stride in the evolution of Al toward more
generalized and interactive uses (Zhang et al., 2023).

However, GAI also generates risks (Walkowiak, et al., 2023). As GAI has powerful
abilities to analyze, process, and generate text, misinformation, like fake news, will also
become much worse (Monteith, et al., 2023). Though using some Al tools to detect
fake news may be effective (Patil, et al., 2024), this reliance also raises questions about
the trustworthiness of Al in critical applications (Tomitza, 2023). Even prior to the
advent of the Al boom, the issue of misinformation was prevalent in the Internet era.
Numerous studies indicate that individuals, particularly teenagers, were influenced by
their peers, who had motivations to spread fake news (Herrero-Diz et al., 2020). This

dynamic underscores how trust or reliance on peers significantly impacts the perceived



credibility of information (Barakat et al. 2021; Haigh et al. 2018). Despite GAI being a
source of misinformation, it has also proven to be a valuable tool in its detection (Xu et
al., 2023; Patil et al., 2024), offering a dual role in the misinformation landscape. Thus,
the advent of GAI intersects with longstanding concerns regarding misinformation,
underscoring the imperative to address how individuals discern and rely on various
information sources.

With this context in mind, this study seeks to better characterize people’s reliance
on Al tools in identifying misinformation. To elucidate this further, we also introduced
a comparative element — human peers — to assess whether people rely more on Al tools
than their human peers in these scenarios, which is also our research question. This
inquiry forms the crux of our research question and anticipates challenges that will
emerge in the AGI society of the future. Through this comparison, the study aims
to shed light on the way individuals appraise and prioritize GAI-generated advice in
contrast to human insights. Such an examination is pivotal for unraveling the shifting
paradigms of trust and authority in the GAI era. Comprehending these dynamics is
essential for steering future interactions between humans and Al tools, with the goal of
ensuring that GAI technologies contribute positively to social welfare.

To answer our research question, we developed an experiment where participants
were asked to assess the authenticity of misinformation and to update their initial judg-
ment based on references from ChatGPT or human peers. To quantify the reliance, we
introduced a main task of assessing the authenticity of news and compared participants’
reliance across groups by the “weight of reference” (WOR). This approach allowed us
to investigate participants’ reliance on external reference between Al tools and human
peers for different types of news, where we categorized the news materials based on the
proportion of the real part in each piece, classifying them as totally fake, partially fake,
or totally real. Furthermore, after the main tasks of the experiment, we conducted a

survey to investigate participants’ prior beliefs about the reference sources.



In addition, we employed the two-stage model of Vodrahalli et al. (2022) and the
Heckman selection approach to decompose reliance into two stages: activation and
integration. In detail, in the first stage (activation), participants determine whether
to use the reference and update their initial judgments. Then, in the second stage
(integration), if they opt to update, they decide the extent to which they will utilize
the reference. As a result, our findings indicate that participants exhibit a significantly
higher degree of reliance on Al tools than on their peers when confronted with misin-
formation, irrespective of the news type. In the analysis of decomposing reliance, we
found that this source effect is significant in both stages. Still, participants’ assessment
of the quality of reference did not affect the activation stage but the integration stage.
Meanwhile, we observed that people’s prior beliefs significantly affect their reliance.

The remaining part of this paper is organized as follows. Section 2 reviews previous
studies on Al reliance by considering the Al systems’ genre and analysis approaches.
Section 3 presents the hypotheses and experimental design, and Section 4 summarizes
the main results. Section 5 presents additional analysis for decomposing the reliance
and its results, where we use another method to investigate the reliance. Section 6

presents the conclusion.

2 Related Works

Human trust-related behavior corresponding to nonhuman systems has often been
studied in the fields of psychology and economics. Among related experimental studies,
researchers often compare how humans utilize advice or reference information either
from AI or human experts or peers with a similar task processing: Participants are
asked to finish a prediction task, give their initial response, and subsequently
are shown advice (reference) from outside sources, and then they give their

second response. In this way, reliance on reference sources can be measured as to



what extent people update their initial response due to the reference presented to them.

As well as human experts or peers (Madhvan et al. 2007), nonhuman systems
like AT often served as an external advice source in those advice-taking studies, where
algorithms have been widely used. The following part of this section will briefly review
the advice-taking experimental studies by dividing the AI into AI algorithms and Al

tools, the latter of which are more accessible for use in daily life.

2.1 Reliance on Algorithm

Al is defined as the simulation of human intelligence processes by machines, espe-
cially computer systems. Al technology can be categorized as weak or strong. Weak
Al refers to systems designed to perform specific tasks. Conversely, strong Al, or AGI,
aims to perform any intellectual task that a human being can perform. Currently, most
Al products are considered weak Al due to their narrow application scope, such as stock
price analysis or search-and-rescue operations, and remain largely inaccessible to the
general public in everyday life. In the current era of significant Al development, many
studies have subsequently focused on investigating the extent and nature of people’s
reliance on Al technologies.

Most studies of reliance on Al use systems embedded with AT algorithms in their de-
sign. Regarding medical decision-making (Reverberi et al., 2022; Agaiwal et al., 2023),
studies have shown that experts tend to rely less on Al algorithms than nonexperts.
Some other studies comparing people’s reliance on Al and human experts have found
that people rely more on Al algorithms when facing financial decision-making tasks
(Tolmeijer et al., 2022; Araujo et al., 2020). Similar phenomena also appear when
comparing algorithms with human peers (Gaube et al. 2021; Mesbah et al. 2021).

By contrast, some studies have also observed the “algorithm aversion” (Dietvorst
et al., 2015, 2019; Yeomans et al., 2019; Jung & Seiter, 2021). A potential reason for

the mixed outcomes in studies of Al reliance or aversion is that many Al systems are



either too “weak” or overly specialized for general use, leading to inconsistent findings
due to the general public’s lack of experience and knowledge of these technologies.

In this study, we used a GAI product, ChatGPT, in our experiment to observe
people’s reliance on it. We refer to GAI products as Al tools because, nowadays, people
have become more familiar with and started to use these GAI products as tools following
the AI boom since 2021. As these Al tools become more powerful, user-friendly, and
widely applicable, individuals can leverage a broad range of functionalities with minimal
knowledge. This ease of use and broad applicability may lead to increased reliance on

AT tools in daily life.

2.2 Reliance on GAI

There has been limited research on people’s reliance on GAI products despite their
widespread publication and use in recent years. As a prominent example of GAI, Chat-
GPT’s capabilities have been explored across various domains. For example, Lopez’Lira
and Tang (2023) examined its ability to predict stock market returns using sentiment
analysis of news headlines, suggesting that incorporating advanced language models
into the investment decision-making process can lead to more accurate predictions. In
addition, ChatGPT’s strong communication ability has proven powerful in education
(Korinek, 2023; Ali et al., 2023), information identification (Yang & Menczer, 2023),
emotion analysis (Elyoseph et al., 2023), and so on. Other GAI products, like Midjour-
ney, an imaged-generative Al tool, have been integrated into cosmetic surgery (Lim et
al., 2023) and furniture design (Alawadh et al., 2023). Most importantly, some studies
also found that under the same task, GAI products generated fewer carbon emissions
than humans (Tomlinson et al., 2023; Gaur et al., 2023), which can be effective for
combating climate change.

Overall, GAI products offer a wider and more user-friendly application spectrum

compared with Al algorithms developed before the advent of ChatGPT, potentially



leading to greater reliance. However, research specifically addressing this reliance on
Al tools remains scarce. This study contributes to the field by focusing on people’s
reliance on GAI products, similar in approach to previous experimental studies on
AT algorithms. Uniquely, we introduced ChatGPT as the reference source, a novel

application not yet explored in published research.

2.3 Misinformation with GAI

Developed from large language models, GAI possesses robust capabilities for con-
text generation and detection, leading to an inevitable confrontation with the issue of
misinformation. Studies have pointed out that news from GAI is believed less (Longoni
et al., 2022), and some, like Rosenberg (2023), even warn of its potential threat to
macro-media landscapes. Conversely, Simon (2023) suggested that the current fears re-
garding GAI’s impact on misinformation may be exaggerated. Furthermore, researchers
like Xu et al. (2023) argued that if GAI can generate misinformation, it should inher-
ently possess the ability to detect it as well. Patil et al. (2024) have devised a novel
approach to detecting fake news using another GAI system but not ChatGPT. Cara-
mancion (2023) explored the capabilities of ChatGPT to distinguish misinformation
and found that ChatGPT could predict the legitimacy of every item with a solid 100%
accuracy. Similarly, other studies, including those by Ahmad et al. (2022) and Saikia
et al. (2022), have demonstrated that GAI could pave the way for new mechanisms in
fake news detection.

In this experimental study, we introduced a task to assess the authenticity of fake
news. While assessing participants’ reliance on GAI products’ references, we also com-
pared ChatGPT’s and humans’ abilities to detect fake news by comparing the quality
(accuracy) of the references they offered. In this comparison, as we introduced some
partially fake news, ChatGPT and humans were tasked with assessing the proportion

of real parts in the news. Our results indicate that, given the set of fake news in this



experiment, ChatGPT’s proficiency in distinguishing fake news was comparable to that
of human participants, with no significant difference. However, it was observed that
human participants tended to rely significantly more on references provided by Chat-
GPT than on those from their human peers. This prompted us to further focus on the
source and the content of reference, which extended to an examination of participants’
assessments of reference quality. Consequently, we proposed a method for decomposing

reliance.

3 Experimental Design

This experimental research addresses the following question:
Do people rely more on Al tools than their peers to detect fake news?

To prevent participants from searching for the news materials used in the experiment
on the internet, we conducted this experiment in the laboratory. The experiment was
programmed using Otree 5 (Chen et al., 2016), and the overall procedure is shown in

Figure 1.

[Instruction }%[QuizHPractice [Survey Payoff Display]

Figure 1: Overall Procedure

In the experiment, after reading through the instructions!, each participant was
asked to take a quiz (see Appendix A) to ensure they understood the rules. Then,
they practiced once and entered the main tasks. After finishing all the tasks, they were

asked to complete some survey questions, and the final payoff was shown.

! An English transation of the instruction is provided in Appendix G.



3.1 Main Task

The main task of the experiment consists of four stages as shown in Figure 2.

Reference
(Al)
1st 2nd
Read News [ 71 Identification
Reference
(Human)
30 rounds

Figure 2: Main Task

There were 30 rounds of assessing the authenticity of news. In each round, partic-
ipants were first asked to read a piece of news and report their first identification of
its authenticity. Then, they were shown the reference and asked to report their second
identification. We employed a between-subject design where half of the participants
were shown references from human peers, and the references for the remaining half

were from ChatGPT.

3.1.1 Read News Stage

In the first stage of the main tasks, each participant read the news (see Figure 9 in
Appendix B) without any time constraints. The news materials were Japanese news
collected from an open fake news dataset?’. We randomly selected 30 pieces of news
(see Appendix F) that primarily covered topics such as politics, sports, meteorology,
and public safety. The news came in three types, as described in Table 1.

The totally real news was written by humans and collected from Japanese wiki
news®, the totally fake news was generated by Google’s GPT-2 Japanese model, and

the partially fake news was the composition of real and fake, where the first part of

2https://github.com /tanreinama/japanese-fakenews-dataset ?tab=readme-ov-file
3https://ja.wikinews.org/wiki



Table 1: News Materials

Type Count Min. Length Max. Length real_r
Totally real 10 317 460 100
Totally fake 10 309 462 0
Partially fake 10 323 393 0 <real_r <100

the article was real news and the second part was fake news. The proportion of the

real part, real r, for each piece of news, is defined as

the length of real part of the News in Round s
[ r®= 1 1
rear the length of the News in Round s x 100 € [0, 100]

We considered real r as the degree of “authenticity” that participants need to
“identify” in each round of the main task. In the quiz before the main tasks, we
informed participants that in this experiment, “authenticity” is defined as real r
(see Q2 in Appendix A). The 30 pieces of news were assigned in a random sequence as

shown in Figure 3.
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Figure 3: real r versus Round Number

3.1.2 First Identification Stage

After each participant had read the news, they were asked to provide a number
between 0 and 100 to represent their first identification with a slider (see Figure 10 in

Appendix B). This stage was shown on a separate screen so that the participants could
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not move the cursor of the slider while reading. In this way, we can divide the time
they spent reading the news and their first decision-making. Each participant had to
submit their first response response; in this stage; otherwise, they could not enter the

next stage.

3.1.3 Reference Stage

The reference stage constitutes the core of the experiment. We divided all partici-
pants into two distinct groups: the AI group and the Human group. At this stage,
participants were presented with a piece of reference information, which varied between
the two groups. In the AI group, the reference was one response randomly selected from
24 responses generated by ChatGPT. Conversely, in the Human group, the reference
was one randomly selected initial identification (response;) from another participant
within the same group.

The AT’s reference set was generated by ChatGPT before the experiment, where we
used the GPT-4 model, and the prompt was the same as the description of tasks in the
instructions presented to participants.

Prompt :

-We will now send you some Japanese news. Please identify how real it is
and report your belief in its authenticity as an integer from 0 to 100, with 0

representing totally fake and 100 representing totally real news. -Do not say

anything else about the result of your identification.

We added the last sentence of the prompt to limit ChatGPT’s response to a num-
ber. For each piece of news, we repeated this process 24 times to generate 24 distinct
responses. On the experimental screen (see Figures 11 and 12 in Appendix B), the
reference was presented not merely as a number following its source name but as a
screenshot of the response. This approach was employed to reinforce participants’ be-

lief that the reference was genuinely generated from ChatGPT. In the Al group, since
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the screenshot of the reference included the news article, we similarly represented news
articles in the reference stage for the Human group. To prevent participants from
spending excessive time rereading the news or lingering at this stage, we introduced a
10-second time constraint. Nevertheless, participants could proceed to the next page
earlier by clicking the “next” button on the screen.

Note that at a stage of each round, we randomly selected a reference for each
participant. That is, the reference for the same news may differ among participants in
each round. We introduced this mechanism to prevent the spotlight effect (Gilovich
et al., 2000), which refers to the tendency for individuals to overestimate the extent to
which their actions or appearance are noticed by others. In the context of our study,
by ensuring that each participant encounters a unique set of references, we aimed to
mitigate any potential bias or undue influence that might arise if participants believed

their responses were more conspicuous or spotlighted than they were.

3.1.4 Second Identification Stage

The final stage provided participants with an opportunity to adjust their initial
response. At this stage, participants were required to submit their second identification
(responses), which was not obligated to align with their first identification (response; ).
To facilitate this decision-making process and remind participants of their previous
response and the reference provided, their response; and the reference in that round

were distinctly marked on a slider with different colors (see Figure 13 in Appendix B).

3.2 Survey Question About Prior Beliefs

As well as demographic information-related questions (see Appendix C), partici-
pants’ prior beliefs were obtained using the following three questions asked to every

participant after they had finished the main tasks.

1. Have you heard about ChatGPT?
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2. How many days per week do you use ChatGPT on average?

3. In today’s experiment, specifically in the task of “assessing News’ au-

thenticity,” who do you think can provide more accurate responses?

For the second question, participants were instructed to provide a numerical an-
swer ranging from zero to seven. The third question offered three response options:
“Generative Al,” “Human,” or “Not sure.” These questions were designed to gauge
participants’ familiarity and preconceived notions about ChatGPT and to observe the

consistency between their prior beliefs and their experimental choices.

3.3 Final Payoff

The participants’ final payoff was composed of a fixed participant fee and an addi-
tional payoff based on performance. The total amount of the final payoff was displayed
on the screen at the end of the experiment. To effectively incentivize participants, we
employed a random lottery strategy to determine the final additional payoff. Specifi-
cally, each participant received a participation fee of 500 JPY. The additional payoff was
calculated based on the accuracy of one randomly selected response from all their re-
sponses throughout the experiment (a total of 30 rounds x 2 responses = 60 responses).

The additional payoff was determined using the following quadratic equation:

7 = max{0,2300 — 0.3 x (R —real_r)?} JPY,

where 7 represents the additional payoff, R is the randomly selected response, and
real_r denotes the proportion of the real part of the news in the selected round, after
rounding.

Upon being presented with the final payoff, each participant was also shown all their
responses alongside the corresponding real r values for each news item on the screen.

If a participant’s randomly selected response precisely matched the actual proportion of

13



real news (real_ 1), they would receive an additional reward of 2300 JPY, resulting in a
total final payoff of 2800 JPY. According to the payoff calculation formula, a participant
would secure a positive additional payoff as long as the difference between the randomly

selected response R and the actual proportion real r is less than 88.

3.4 Hypotheses

In our study, we aim to compare how much people trust ChatGPT versus other
people. Logg et al. (2019) did experiments to see if people trust algorithms or humans
more, and they found that people tend to trust algorithms more than other humans.
Upon introducing the task of assessing the authenticity of fake news in the experiment,

we consequently formulated our main hypothesis about the treatment effect:

H1: Compared with peers, people tend to rely more on Al tools when facing

tasks for assessing misinformation authenticity.

As noted, the news materials used in the tasks consisted of three types of news:
totally real, partially fake, and totally fake, with misinformation content ranging from
0% to 100%. Analytical and intuitive cognitive processes play a pivotal role in shaping
individuals’ acceptance or skepticism toward misinformation (Bigey et al., 2021). The
ability to discern factual information from falsehoods is fundamentally rooted in the
domain of cognitive reasoning. Research in this domain predominantly concentrates on
dual-process theories, which posit that analytical reasoning (System 2) has the potential
to supersede automatic, intuitive reactions (System 1), as explicated by Pennycook et
al. (2021). Upon encountering misinformation, individuals’ initial responses are often
guided by System 1, which evaluates the veracity of information based on its superficial
features or its alignment with preexisting beliefs. Conversely, the activation of System
2 facilitates a more thorough analysis and reflective thought process, enabling the iden-

tification of discrepancies or inaccuracies within the information, thereby aiding in the
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differentiation of misinformation from factual content. Consequently, we hypothesize
that participants exhibit a certain degree of sensitivity to misinformation, contingent
upon their inherent logical analysis capabilities. Moreover, the prevalence of logical
inconsistencies is typically higher in entirely fabricated information, thereby enhancing
individuals’ ability to detect such inconsistencies through the employment of System 2.
Thus, in comparison to partially fabricated news, completely fabricated news is more
easily identifiable by participants, which in turn diminishes their dependence on ex-
ternal sources of verification, particularly those derived from Al tools. Therefore, we

propose the second hypothesis:

H2: Reliance on Al tools becomes greater in more challenging tasks, such as
assessing the authenticity of partially fake news compared with totally

fake news.

4 Main Results

4.1 Materials

The experiment was conducted on November 7th and November 9th, 2023, in the
laboratory at the Institute of Social and Economic Research (ISER) at Osaka Univer-
sity. We recruited 37 participants who were students at Osaka University registered in
the ORSEE (Greiner, 2015) database of ISER. All participants were native Japanese
speakers, 17 out of whom were assigned to the Human group and 20 were assigned to
the AI group. As a result, in the Human group, the duration of the experiment was
about 80 minutes, and the average payoff was 2220 yen. Meanwhile, in the Al group,
the duration was reduced to 60 minutes, and participants earned an average of 2490
yen. In the final sample, 9 participants were female, 11 were undergraduate students,
and 27 were majoring in Natural Science and Engineering (14 engineering, 8 medicine,

4 pharmacy, and 1 science). As there were 30 round tasks for each participant, the total
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sample size was 600 in the Al group and 510 in the Human group. In our main anal-
yses, we will correct the standard error to account for multiple observations collected
from the same participant.

In the survey, we collected participants’ demographic information and, crucially,
their prior beliefs regarding the reference source. Notably, all participants answered that
they had heard about ChatGPT before the experiment. Comparisons of demographic
data at the 95% CI level, illustrated in Figure 4 and variable definitions presented
in Table 2, revealed no significant differences between the two groups. Building on
this foundation, Section 4.4 delves further into the relationship between these survey-
related elements, including both demographic information and prior beliefs, and how

they relate to participants’ reliance on the reference sources.

Balance Check with 95% CI

age chatGPT_times edu_level
2.0
20 04
1.5
1.0
10 0.2
0.5
2]
% 0 0.0 0.0 Group
>
c edu_NSE male prog_exp . Al
©
5] 1.00 0.8 Human
= 1.00 .
0.75 0.6
075
0.50 0.50 04
0.25 0.25 0.2
0.00 0.00 0.0
Al Human Al Human Al Human
Group

Figure 4: Survey Results

16



Table 2: Survey Variables

Survey Var. Definition Min. Max. S.D. mean (AI) mean (Human)

age Participants’ age 18 44 4.429 23.45 22
number.

chatGPT _times Average days per 0 6 1.750 1.20 1.24
week using Chat-
GPT.

edu_ level Participants’ edu- 0 1 0.463 0.30 0.29
cation level; =1
if graduate; =0 if
undergraduate.

edu_NSE Participants’ ma- 0 1 0.450 0.60 0.88
jor; =1 if ma-

joring in natural
science and engi-

neering.

male Gender; = 1 if 0 1 0.417 0.80 0.76
the participant is
male.

prog_ exp Programming 0 1 0.505 0.40 0.53

experience; =1 if
the  participant
has programming
experience.

4.2 Weight of Reference

Studies on advice-taking used the weight of advice (WOA), a common metric in
the psychology of advice utilization, to measure the degree to which people take advice
(Harvey & Fischer, 1997; Yaniv et al., 1997) in the form of a numerical estimate. Some
other studies directly quantify people’s reliance on advice sources using WOA (Onkal
et al., 2009; Castelo et al. 2019; Schemmer et al., 2022). In this study, we also used

this general method of quantification, renaming it as WOR, which is calculated by

responses — response;
WOR =

Ref — response;

17



where response; denotes participants’ first identification, response, denotes partici-
pants’ second identification, and Ref is the references.

This is our first method of quantifying the reliance on the reference source (Chat-
GPT or human peers). This method provides a continuous outcome on a scale from
0 (completely ignoring the reference) to 1 (completely relying on the reference) and
has been used in many analyses of advice utilization (Bailey et al., 2023). However,
when the first identification happens to be close or equal to the reference given, the
outcome becomes larger than one or even infinity, which makes it hard to reflect the
actual process of belief updates in advice-taking in diverse real-world contexts. In the
literature, most studies typically clip the outcome to have a maximum magnitude of
one (Yaniv, 2004; Gino, 2008; Tinghu et al., 2018) or other upper bounds (Vodrahalli
et al., 2022). In this study, we chose not to clip the outcome when it was more than
one but only dropped instances of infinity to maintain a certain level of data integrity.

The effective size of the sample now changed to 494 (16 infinity WOR dropped) in
the Human group and 562 (38 infinity WOR dropped) in the AI group. The result of

WOR’s comparison across the two groups is shown in Figure 5.

Comparison of WOR between Al and HUMAN groups with 95% CI

0.5

0.4}

0.2

0.1r

0.0 HUMAN

Group

Figure 5: The Average WOR
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The average WOR in the Al group was higher than that in the Human group. To
test the treatment effect, we regressed WOR on the treatment dummy: inAIl (equals
1 if the reference comes from the Al group) together with some control variables. We
applied an ordinary least squares (OLS) model, and the results are shown in Table 3,
where aveRead denotes the time a participant spends reading every character of the
news article, time_idt 1 and time_idt 2 are the time participants spend on the first
and second identifications in each round, respectively, round_number is the number of
rounds, and accu_ref denotes the quality or accuracy (defined in Section 4.5) of the
reference presented to participants.

Table 3: Source, Time, and Reference Quality

Var. Estimate S.E. t value Pr(>[t])
inAl 0.180 0.072 2.507 0.012*
aveRead —0.535 0.338 —1.584 0.114
time idt 1 —0.006  0.008 —0.699  0.485
time idt 2 —0.001  0.002 —0.219 0.827
round number —0.002  0.004 —0.523 0.601
accu__ref 0.144 0.073 1.981 0.048*

Note: * p<0.05, ** p<0.01, *** p<0.001. Standard errors
have been corrected for within-subjects clustering effects
to account for the nonindependence of observations from
the same participant.

The positive sign of inAl indicates that participants’ reliance on ChatGPT was
significantly greater than their reliance on their human peers, thus confirming our hy-
pothesis H1. In addition, no significant effects were observed for time-related variables
or the round number, suggesting that participants’ reliance did not fluctuate over time,
whether within individual rounds or throughout the entire experiment. Although par-
ticipants were unaware of the actual accuracy of the references during the experiment,
the positive sign of accu_ref indicates a significantly positive effect on participants’
reliance on reference sources. We interpret this result to mean that participants had

an implicit assessment of reference quality; that is, a high-quality (high-accuracy) ref-
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erence increased participants’ reliance on that source. This suggests that participants

were indeed influenced by both the source and the content of the reference.

4.3 News Type

While there have been studies focusing on how humans detect misinformation or
fake news, the types of news presented in these studies were typically binary categorized
strictly as either real or fake and so were the human responses in these tasks (Sharma &
Sharma, 2019), lacking consideration for news that is partially fake, a category included
in our experimental design. To address this, we represented the news type in two ways.
First, we used the variable the proportion of the real part: real r, as defined in
Section 3.1.1). Second, we introduced two dummy variables: is_ fake and is_real, that
take the value 1 if the news is totally fake or totally real, respectively, and 0 otherwise.

Note that real r is a continuous variable representing the proportion of real con-
tent in the news, inversely reflecting the proportion of fake parts. It takes a value of
zero for totally fake news and one for totally real news. While real r allows us to
observe the effects of varying proportions of fake content, it alone is insufficient for
clearly distinguishing the three types of news: totally real, totally fake, and partially
fake. Therefore, the introduction of the two additional dummy variables, is_ fake and
is_real, was necessary to effectively differentiate these categories. Combining these
variables, we conducted six OLS regression analyses on WOR, with the results pre-
sented in Table 4.

In line with the findings from the previous subsection, the effects of inAl and
accu_ref remain significantly positive, reaffirming our first hypothesis. Conversely,
the results indicate that the type of news does not significantly impact participants’
reliance on reference sources, regardless of the variable used to represent the news type,
resulting in the failure of our second hypothesis H2. This lack of sensitivity to the news

type may be attributed to findings from other studies, such as Arisoy et al. (2022),
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Table 4: WOR and News Type

WOR
(1) (2) (3) (4) (5) (6)
inAl 0.204*  0.305*** 0.273** 0.204*  0.267**  0.272**
(0.067) (0.067) (0.076) (0.067) (0.055) (0.054)
real 1 0.001 0.002 —0.002
(0.001) (0.001) (0.003)
is real 0.078 0.166 0.170
(0.066) (0.121) (0.122)
is fake —0.011 0.001 0.007
(0.037) (0.066) (0.067)
accu__ref 0.159* 0.151* 0.145* 0.152* 0.139*
(0.066) (0.065) (0.063) (0.065) (0.063)
real r 0.00004
(0.00004)
inAlxreal r —0.002 0.003
(0.001) (0.004)
inAlIxreal 1? —0.00005
(0.00004)
inAlxis fake —0.021 —0.025
(0.077) (0.077)
inAlxis real —0.166 —0.179
(0.133) (0.134)
Constant 0.161** 0.115 0.142* 0.189*** 0.165*** 0.261***
(0.054) (0.067) (0.068) (0.050) (0.048) (0.037)
Adjusted R? 0.020 0.022 0.021 0.019 0.020 0.019
Number of cluster 37 37 37 37 37 37
Number of Obs. 1056 1056 1056 1056 1056 1056

Note: * p<0.05, ** p<0.01, *** p<0.001. Standard errors have been corrected for within-
subjects clustering effects to account for the nonindependence of observations from the same

participant.
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which suggested that human brains are not particularly sensitive to the fake parts of
news. Similarly, Groh et al. (2022) indicated that people are less adept at judging
text-based fake news compared with audio or visual fake news. Given the unexpected
lack of impact from news type on reliance, it may be necessary to reevaluate the factors
we assume influence decision-making, leading us to further investigate other potential

influences such as participants’ prior beliefs in the subsequent subsection.

4.4 Survey and Prior Beliefs

In the survey, we utilized three questions to investigate participants’ prior beliefs.
The results of the first two questions are presented in Section 4.1. Here, we further
present the results of the third question. We found that most participants expressed
a prior belief that humans would outperform GAI in the task of “assessing News’

authenticity” during the experiment. This sentiment is depicted in Figure 6.

Al or Human Preferences

B Al better
B Human better
Not for sure

Al Human

Figure 6: Results of the Third Question of Prior Beliefs

To examine the influence of participants’ perceptions regarding Al versus human
performance on the task on their actual behavior, we constructed a dummy variable,
prior__cons, to represent the consistency between participants’ prior beliefs and the

actual source of the reference they received. The definition of prior_cons is as follows:
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1 if one in Al (Human) group believed Al (Human) is better
Prior__cons =

0 otherwise

Different from the factors investigated in the previous two subsections, the prior
beliefs and demographic information collected through the survey are not related to
the content of the main task. Therefore, we separately investigated the relationship
between these individual characteristics and reliance. We continued to use WOR as the
dependent variable and ran OLS regressions on the variables of the survey, as shown in
Table 5.

The sign of prior_cons shows that participants who received references from the
source they believe is better for the task are more likely to rely on the reference source,
signifying a significant effect of prior beliefs. Intriguingly, the sign of chatGPT _times
indicates that the frequency of ChatGPT usage among participants exhibited a sig-
nificant negative effect on their reliance on any reference source. This suggests that
more frequent users of ChatGPT tend to have greater confidence in their own initial
judgment, regardless of the reference source. This increased self-confidence could be
attributed to their familiarity with the Al tool’s capabilities and limitations, as well as
an enhanced understanding of Al’s working principles through regular interaction. In
addition, participants majoring in natural sciences and engineering showed a tendency
to rely more on external references, although this effect did not vary depending on the
source of the reference.

These results indicate that, given the source of reference, integrating one’s prior be-
liefs, knowledge, and experience may play a crucial role in the decision-making process,

particularly in determining to what extent to use a reference.
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Table 5: WOR and Survey

WOR WOR (AI) WOR (Human)

(1) (2) (3) (4) (5) (6)
inAl 0.306** 0.299"**  0.265*  0.236*
(0.070)  (0.079)  (0.110) (0.074)

chatGPT_times —-0.050"** —0.053* —0.051*** —0.052*** —0.052** —0.059*
(0.015) (0.022) (0.015) (0.013) (0.016) (0.025)
male 0.122 0.123 0.128 0.097 0.018 0.132
(0.068) (0.069) (0.070) (0.062) (0.104) (0.096)
prog_ exp —0.072 —0.072 —0.073 —0.093 —0.100 —0.105
(0.057) (0.057) (0.057) (0.054) (0.066) (0.091)
age —0.0001 —0.001 0.0003 —0.008 —0.007 —0.018
(0.006) (0.006) (0.006) (0.006) (0.007) (0.021)
edu_ level 0.053 0.052 0.050 —0.102 0.241** —0.082
(0.069) (0.071) (0.068) (0.074) (0.084) (0.080)
edu_NSE 0.141* 0.140* 0.109 0.126* 0.126 0.150
(0.064) (0.065) (0.072) (0.060) (0.078) (0.149)
prior__cons 0.154* 0.160* 0.149 0.209** 0.131 0.233
(0.071) (0.080) (0.076) (0.077) (0.124) (0.153)
inAIxchatGPT times 0.008
(0.029)
inAlxedu_NSE 0.046
(0.108)
inAlxedu_level 0.349**
(0.120)
Constant 0.079 0.091 0.101 0.318* 0.615** 0.465
(0.117) (0.122) (0.112) (0.140) (0.214) (0.391)
Adjusted R? 0.034 0.033 0.033 0.041 0.059 0.006
Number of cluster 37 37 37 37 20 17
Number of Obs. 1056 1056 1056 1056 562 494

Note: * p<0.05, ** p<0.01, *** p<0.001. Standard errors have been corrected for within-subjects
clustering effects to account for the nonindependence of observations from the same participant.
(1)~(4) are the results regressed on the combined sample (Human+Al), and (5) and (6) are the
regression results on the Al group sample and the Human group sample, respectively.
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4.5 Accuracy

Based on the analysis of the above three subsections, it can be concluded that
participants indeed tend to rely more on Al tools than on their human peers, with this
reliance being influenced by both the quality of the reference and individuals’ prior
beliefs. This leads to an important question: while people rely on Al, does Al enhance
participants’ decision-making? In other words, to what extent does access to references
improve the accuracy of participants’ responses? In this subsection, we will address
this question and concurrently investigate participants’ assessments of the quality of
the reference.

To facilitate a more precise analysis, we utilized the total sample (600 in the AJ
group and 510 in the Human group). The accuracy metric employed in our analysis is
defined as 1-normalized absolute error, calculated using the following formula:

|Response — real |

—1— ,
accu 100

where Response represents participants’ responses or references. Accordingly, accu_ref,
accuy, and accuy denote the quality (accuracy) of the reference, the accuracy of partic-
ipants’ first identification, and that of the second identification, respectively. Each of
these accuracy metrics ranges from a minimum of 0 to a maximum of 1. Then, an accu
value of 1 indicates that the participant’s identification or the reference perfectly aligns
with the actual answer, while a value of 0 signifies a completely incorrect identification

or reference.
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Mean Accuracy with 95% CI

0.7478

a7s 0725007144  0.71680.7175 0.7261

|
. Human

0.25

0.00

accu_1 accu_ref accu_2
Accuracy_in_each_round

Figure 7: Accuracy

Figure 7 presents the accuracy of all observations. The left plot illustrates the mean
accuracy in each round, while the right plot displays all observations, with dashed
lines representing the regression lines of accus on accu;. Both regression lines are
positioned above the 45-degree line, indicating that participants generally improved
their initial accuracy by referring to additional references. Despite this improvement,
the data reveal no significant difference between the accuracy of references and first
identifications, nor between the accuracy of first identifications across the two groups.
Similarly, the quality of references provided by ChatGPT and human peers was found
to be at a comparable level. However, it was noted that participants in the Al group
exhibited a greater improvement than those in the Human group.

To delve deeper into the factors that facilitated participants’ enhancement of their
initial judgment, we conducted 12 OLS regressions using the dependent variables accuy,
accug, and accu__change (the change in participants’ accuracy for each round, calculated
as accug — accuy). The findings from these regressions are presented in Table 6. In
conducting this analysis, our aim was to dissect the nuanced ways in which participants’

reliance on references influenced their decision-making accuracy. By examining the
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effects on accuracy, we sought to understand not just if but how the references impacted
participants’ judgments.

Based on these results, we cannot assert that participants in the Al group performed
better than those in the Human group, as the coefficient of inAI is not significant.
More impactful than the treatment effect, the significant influence of accu_ ref suggests
that the actual quality of references substantially aided participants’ decision-making.
The strong significance of accu_ref and its role in improving decisions suggest that
the actual quality of the reference likely reflects participants’ subjective perception of
its quality, indicating that participants might consistently evaluate the accuracy of
references based on their inherent logic analysis capabilities. These results once again
demonstrate that participants’ own analysis and judgment of the reference content

significantly influence their decision-making.

5 Decomposing Reliance

5.1 Processing Reference in Two Stages

In the previous section, we found that not only the source (inAl) but also the qual-
ity of reference (accu_ref) are key factors that affect people’s reliance. This finding
is consistent with prior research indicating that when individuals receive advice from
external sources and incorporate it into their judgments, they concurrently assess the
quality of the advice by estimating the probability that it would be correct (Junger-
mann, 1999). Furthermore, Onkal et al.(2009) have identified that humans typically
process advice in two distinct stages. In addition, there is evidence suggesting that indi-
viduals are generally more proficient at evaluating the quality of advice than effectively
applying it in their decision-making (Harvey et al., 2000).

Building upon the findings mentioned above, Vodrahalli et al. (2022) proposed a

two-stage model to describe how participants utilize the advice they receive, which they
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termed the activation-integration model. In the first (activation) stage, a participant
decides whether to use the advice. In the second (integration) stage, participants will
integrate their own experience and knowledge and then decide to what extent they will
use the advice. For their analysis, Vodrahalli et al. (2022) employed two mixed-effects
models and concluded that the source of advice influences the activation stage but not
the integration stage.

In the following parts of this section, we employed the activation-integration model
to further dissect the reliance mechanism, utilizing the Heckman selection method
(Heckman, 1974) for the analysis. Specifically, we discussed the activation and in-
tegration stages separately. In the activation stage, we initially identified potential
key factors that may influence activation. Then, in the integration stage, we embed-
ded these factors into the Heckman selection model to analyze the extent of reliance

utilization during the integration process.

5.2 Activation Stage

In the analysis of Vodrahalli et al. (2022), they defined a participant as activated
for a given task if they change their response by at least a threshold (3.5% of the length
of the slider they used) amount after receiving advice. In our analysis, we improved
it by reducing the threshold to zero. Therefore, all the status of observations in the

activation stage can be defined as follows.

1 if responses # response;
Acti =

0 if responses = response;

Specifically, a participant is considered activated if they altered their initial re-
sponse after receiving a reference and not activated if they maintained their initial
response. In our study, 871 out of the 1110 total samples were activated, resulting in

an activation rate of 78.5%. The variation in activation rate across different news
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types and between groups is further depicted in Figure 8.
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Figure 8: Activated Rate

Figure 8 shows that the activation rate of the Al group is higher than that of the
Human group and participants seemed to be activated less frequently when facing fake
news than real news. To further analyze it, we ran three Probit regressions, as shown
in Table 7. In these regressions, besides the source and references’ quality, we also
investigated the effects of time, news type, and prior belief, which have been tested
in the previous section using WOR. In addition, we added the distance between the
reference and initial response as a new control variable, which is denoted as dif f ref
and equals to |ref — response|.

As indicated by the results presented in Table 7, individuals who received a reference
from ChatGPT rather than from their human peers tended to be activated more fre-
quently. In addition, participants who received references from a source they perceived
as more effective for the task showed a higher likelihood of activation. Furthermore,
our analysis revealed that the greater the difference between the reference and the ini-
tial identification, the higher the probability of participant activation. Consequently,
we identified the three core factors influencing whether an individual is activated: the

source of the reference (inAl), their prior beliefs (prior_cons), and the gap
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Table 7: Probit Regressions of Acti

Acti
(1) (2) (3)
inAl 0.556** 0.554** 0.554**
(0.214) (0.214) (0.214)
real r 0.001
(0.001)
is_fake —0.067
(0.121)
is real —0.013
(0.110)
aveRead —-0.373 —0.379 —0.390

(1.052)  (1.051)  (1.045)

time idt 1 —0.018  —0.017  —0.018
(0.018)  (0.018)  (0.019)

time_idt_2 —0.0003  —0.001  —0.0004
(0.008)  (0.008)  (0.008)

diff _ref 0.019*  0.019***  0.019***
(0.005)  (0.005)  (0.005)

accu_ ref —0.027 —0.012 —-0.014
(0.232) (0.233) (0.235)

prior__cons 0.506* 0.506* 0.505*
(0.217) (0.217) (0.217)

Constant 0.042 0.005 0.067
(0.329) (0.329) (0.329)

AIC 1067.8 1069.5 1071.3
Number of cluster 37 37 37
Number of Obs. 1110 1110 1110

Note: * p<0.05, ** p<0.01, *** p<0.001. Standard er-
rors have been corrected for within-subjects clustering
effects to account for the nonindependence of observa-
tions from the same participant.
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between the reference and their initial response (diff ref).

An interesting finding from the analysis is that the quality of references (accu_ref)
had no significant effect on activation, whereas it was significantly positive when tested
with the WOR method. This suggests that in the first stage of advice processing
(activation), the decision to utilize the reference is primarily influenced by the source
of the reference rather than its quality. This implies that participants did not place
significant emphasis on assessing the quality of the reference when deciding whether to

use it in the activation process.

5.3 Integration Stage

In the second stage of advice processing (integration), our focus shifts to examining
the extent to which participants utilize the reference once they decide to use it. In
other words, we are interested in examining the extent of reference utilization among
participants who are activated. To quantify this extent of utilization, we constructed a
continuous variable as follows:

(

responses —ref  if ref > response;

cons_ref = |responses — ref| if ref = response; >

ref —responses,  if ref < response;
\

which describes the consistency with the reference. Therefore, cons ref > 0 in-
dicates that a participant moved their second identification (responses) point on the
slider beyond the reference point (ref), thereby overutilizing the reference. Con-
versely, cons_ref = 0 signifies that the participant adjusted the responses; point on
the slider to exactly match the reference point; thus, they totally utilized the ref-
erence. Finally, cons_ref < 0 suggests that the participant did not move responses;

sufficiently on the slider to reach or exceed the reference point, indicating the under-

32



utilization of the reference. Examples of these scenarios are provided in Appendix D.
This classification allows us to delineate the status of reference utilization in the inte-
gration stage. Table 8 shows the proportion of these three statuses among the activated

sample across different groups.

Table 8: Proportion of Utilization Statuses (%)

cons_ref
Group  Underutilize Totally utilize Overutilize | Total
Human 89.15 5.03 5.82 100
Al 77.28 16.84 5.88 100
Total 82.43 11.71 5.86 100

The proportion of “totally utilize” status of ChatGPT’s references (16.84%) is
about three times that of human peers’ references (5.03%). This finding, from another
perspective, suggests that participants may indeed rely more on Al tools than on their
human peers. Here, we further applied the following Heckman selection (Heckman,
1974) model to estimate the effect of this two-stage model.

Activation (Selection):

Acti = ag + aq - inAl + s - dif f_ref + az - prior_cons + ¢

Integration (Outcome):

cons_ref =0-X+~v-imr+u

Equation of Activation is a probit regression model for the activation stage, in
which we choose inAl, diff ref, and prior_cons as independent variables as they
have been proven to affect Acti significantly in the previous subsection. Equation
of Integration is an OLS model, and X consists of inAl, prior cons, and other

variables we are interested in. mr denotes the inverse mills ratio, calculated by

_ pdf(Acti)
T cdf (Acti)

imr , and it can be concluded that the selection effect exists if the coefficient
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of imr is significant. We applied this sample selection model to our analysis as we
considered that there may exist a reservation level of inAl, dif f_ref, and prior__cons.
If these variables do not reach a certain threshold, a participant might not alter their
initial identification after being shown the references (not activated). However, by
employing this method, we can also include samples that were not activated in our
analysis, thereby yielding a more precise result.

We used both the methods of maximum likelihood estimation (MLE) and two-
step estimation (Heckit) to estimate the Heckman selection model. The results are
shown in the third and fifth columns of Table 9. MLE is a comprehensive approach that
simultaneously estimates all parameters of the model, providing efficient and consistent
estimates under standard conditions. By contrast, the Heckit method first estimates the
selection equation and then uses these estimates to correct the second stage regression
for selection bias. While Heckit is simpler and can be more robust in certain situations,
it is generally less efficient than MLE because errors from the first step can propagate
into the second step, affecting the overall accuracy. By employing both methods, we
aim to validate the robustness of our findings and provide a comprehensive analysis.
For comparison, the first column is the result of the OLS method, which only considers
the activated samples.

First, the significance of the coefficients for arctanh(p), In(c.), and imr suggests
that selection bias does exist. Second, contrary to the predictions of Vodrahalli et al.
(2022), the reference source continues to influence participants’ utilization of reference
in the integration stage. Specifically, when the source is ChatGPT, participants tend to
utilize the reference more. Third, our analysis shows that participants’ prior beliefs have
significant effects on both stages of advice processing. Participants are more inclined to
utilize the reference to a greater extent when it comes from the source they perceive as
better for the tasks. Furthermore, the significant positive effect of accu_ref suggests

that participants do indeed place considerable weight on assessing the quality of the
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Table 9: Heckman MLE & Heckit
OLS MLE Heckit
Integration | Activation Integration | Activation Integration
inAl 6.013*** 0.532** 10.519%** 0.579*** 22.861***
(1.77) (0.17) (2.53) (0.22) (1.91)
prior__cons 2.939 0.391* 6.394* 0.497* 16.896"**
(1.61) (0.16) (2.51) (0.22) (2.19)
accu__ref 16.854*** 11.074*** 5.940*
(3.12) (2.38) (2.59)
time_idt_ 1 0.071 0.144 0.085
(0.13) (0.09) (0.11)
time_idt_ 2 —0.348** —0.159** —0.033
(0.12) (0.08) (0.09)
ave_ Read —6.834 —9.852 —21.365
(10.12) (7.43) (10.60)
diff ref 0.049*** 0.019***
(0.00) (0.00)
imr [p- o)™ 73.476***
(7.28)
arctanh(p) 2.263***
(0.20)
In(o.) 2.858"**
(0.07)
Number of cluster 37 37 37 37 37
Number of Obs. 871 1110 871 1110 871

Note: * p<0.05, ** p<0.01, *** p<0.001; arctanh(p) = %ln[%ﬁ], where p is the corre-
lation coefficient between Acti and cons_ref; o is the standard error of the residual in
the activation equation. ¢émr = p - o.; Standard errors have been corrected for within-
subjects clustering effects to account for the nonindependence of observations from the

same participant.
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reference, even though this does not influence their decision to be activated.
Following the process employed in WOR analysis, we also continued to test the news

type and survey (see Appendix E) with this approach and obtained similar findings.

5.4 Comparisons with WOR

In this section, we adopted an alternative method to decompose reliance as a two-
stage process of reference utilization, utilizing the activation-integration model proposed
by Vodrahalli et al. (2022). This model allows us to decompose participants’ reliance
into two distinct stages: initially, participants decide whether to use the reference;
subsequently if they opt to use it, they determine the extent to which they will do so.

Instead of fully replicating the analysis conducted by Vodrahalli et al. (2022), we
opted to employ the well-known Heckman selection model. This model offers advantages
over the traditional WOR method, allowing us to utilize the entire sample and more
accurately define certain scenarios, such as instances where individuals become more
confident in their initial identification than the reference after integrating their own
knowledge and then assessing the quality of reference. Table 10 presents a comparative

summary of several effects.

Table 10: WOR versus Decomposing Reliance

Var. WOR Activation Integration
InAl 0 0 0
accu_ref T — T
real r — — —
chatGPT _times $ — i
prior__cons T T T

Note: 1 denotes a significant positive effect; | denotes
a significant negative effect; — denotes no significant
effect.

The results indicate that when we decompose reliance into two stages, both the ref-

erence source and participants’ prior beliefs continue to play a significant role in each
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stage. However, the type of news does not significantly influence people’s reliance. In-
terestingly, the quality of the reference (accu_ref) and the frequency of using ChatGPT
only become relevant in the second stage (integration). This suggests that participants
begin to integrate their own experience and knowledge predominantly when determin-
ing the extent of utilization rather than during the initial decision of whether to use

the reference.

6 Concluding discussion

In this paper, we conducted a laboratory experiment to explore whether people rely
more on Al tools than human peers when assessing the authenticity of news. Compared
with previous studies on advice-taking using Al, this study innovates by 1) using a GAI
product - ChatGPT, instead of algorithms, and 2) decomposing participants’ reliance
on reference sources based on the activation-integration model (Vodrahalli et al., 2022)
using the Heckman selection method.

Our experiment revealed that participants tend to rely more on Al tools than on
their human peers. While the degree of reliance does not vary with the type of news
and time spent, it is significantly influenced by participants’ prior beliefs and reference
quality. Upon decomposing reliance into two stages—deciding whether to use the ref-
erence and determining the extent of its use-we found that the source of the reference
and the consistency with prior beliefs influence participants’ judgments in both stages.
Specifically, participants are more likely to use and utilize references to a greater extent
when the reference source is ChatGPT rather than human peers, or when they believe
the reference source is better for the task than the other. However, the influence of the
quality of the reference becomes significant only in the second stage, where participants
integrate their own knowledge with the reference. This suggests that the assessment

of reference quality becomes critical when participants determine the extent to which

37



they choose to utilize the reference once they decide to use it. Overall, our findings
indicate that this trial of decomposing is feasible.

This study has several limitations that warrant further investigation. First, the fake
news materials used in our experiment were generated by Google’s GPT-2 model, not
actual human-written fake news. In real life, human-generated fake news may be more
sophisticated and challenging to discern compared with algorithm-generated fake news.
Second, we did not delve into the specific content of the news materials. The 30 pieces
of news were randomly selected from an open dataset without consideration of content
types, such as political or sports news, which could influence participants’ perceptions
and judgments. Third, while all participants knew about ChatGPT, approximately
half (51.35%) had never used it. Introducing a practice phase before the main task
could allow participants to familiarize themselves with ChatGPT and potentially affect
their reliance on Al tools. For example, participants could be asked to interact with
ChatGPT within a set time limit after reading instructions, thereby acquainting them
with its capabilities. Finally, in our experiment, the reference from ChatGPT (GPT-
4 model) was provided free. However, many GAI products, including GPT-4, have
introduced paid plans (the current price of the GPT-4 model is $20 per month). The
cost of using these tools may influence people’s reliance on them. Measuring willingness
to pay for references from different sources could provide valuable insights into how
economic factors affect reliance on external reference sources. We aim to address these

shortcomings and explore these additional factors in future research.
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A

Quiz Questions

We set four true or false questions to make sure participants basically understand

the rulers and the answers are yes, yes, no, no.

Q1:

Q2:

Q3:

Q4:

Q4:

In each news, the minimum value of the fraction of the real news part

is 0, and the maximum value is 100.

In this experiment, the ‘authenticity’ you are asked to identify can

actually be considered as ‘the fraction of the real news part’.

Additional payoff besides the participation fee are related to the accu-
racy of your identifications, and the total additional reward is the sum

of the rewards for all your identifications.

After making the first identification and receiving the reference of
ChatGPT’s identification, you must make a second identification dif-

ferent from the first one. (if in AI group)

After making the first identification and receiving the reference of
someone else’s first identification , you must make a second identi-

fication different from the first one. (if in Human group)
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B Experiment Screen

Round 1

Please read this news.

EZNEEREEECINE. RFOBSIENMBICBRLU. 200+ Y EBABHRTBAREZK > CHECERZHA. BEE
HEURFBWARE LB CHEIEEATEY . BERCRTFMEFENZEINI CL(CHEZRI OO HiE & ARZS
SV 7 THEEOET 7 ) AFKNE S0 7 FHEEED. EORF 0@ (CXIL T TBEEOREZE ST S1EF 13 5 )
LT, BEK "@ABR] ZERLTWVWEEDEHE5NSD, BRERCEHSMURWNE UERT 1 E-ILOAGREOREZ S
SHNFCCOBENFLETBE. RV TFEBOTERCTH 7Y v /\Y - v —FVALDF ¥ —ILX - N—RY b PZDTT

KGEDVFv— R -1 UVT AT« E—IWNEEEBDVVRFT—/ - AT - AV TERZTOHREEIEHL., 17
HIC@EICERERD TS,

Once you have finished reading, please click "Next".

Figure 9: Read News

Round 1

Please identify the authenticity of this news.

Your 1st Identification

Current identification: 26

fakem

1
= real

Once you have given your answer, please click "Next".

Next

Figure 10: First Identification
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Round 1

ZMA—- VT DR 0:06

One result selected from another person from today's experiment participants for this news is:

o1

EEFEEFERECINGT, RFOPEIBMACBRL. 200 EBZABRFBINFELZU->-TEREHEZEA ., FEE
HRUSEFBAFE L BICHMIEGBATSY . AEACRTRAFENTENSCLICNAERT OO g &, AEZES
TR VUTFHESOR 7 7 U ARAELTOILEY U FHEEEDY, BEACRFOMLICHLT TEEONEETSEMNHH S,
ELT, FER FTRABH) EERLTVWSEDEH#ENS, BRRALCRSMLBVE LERT r E-LOAEROBEES
ST ICCOHNELTBE, ARV P HRBOTERTH LY+ N\ - e —FTURALDF¥—ILX - N—Ry FDEDT
ARADVF¥—F -0 V0T, m@7T« E-LEEEHOTVAFT—/ AP 7 - ALY FEHNEOREEIFEL. 17
BiE@mELERERD TS,

Figure 11: Human peer’s Reference

Round 2

ZMA—J T Y EFE 0:01

One of the estimated result of ChatGPT for this news is:

Figure 12: ChatGPT’s Reference
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Round 1

Your 1st Identification: 26

Please identify the authenticity of this news, again.

Your 2nd Identification:

Current Identification: ?

fakeﬁ real

Once you have given your answer, please click "Next"

Figure 13: Second Identification

20




C

Survey Questions

The survey questions used in our experiment are as follows.

SQ1:

SQ2:

SQ3:

SQ4:

SQ5:

SQ6:

SQ7:

D

Please input your age: | |
Please select your gender: [male/female/other/not want to answer]
Which college or research institute are you affiliated with?

After making the first identification and receiving the reference of
ChatGPT’s identification, you must make a second identification dif-

ferent from the first one.
Have you heard about ChatGPT?
How many days per week do you use ChatGPT on average?

In today’s experiment, specifically in the task of “assessing News’ au-

9

thenticity,” who do you think can provide more accurate responses?

Examples of Utilization Statuses

The following plots show examples of the three utilization statuses described in

Section 5.3. Each example displays a slider used in the second identification stage, where

a participant’s first identification (blue point), second identification (orange point), and

reference (red point) for that round are marked on the slider.

o1



Overutilize

Your 2nd Identification:

Current Identification: 26

fakem S ol
Your 2nd Identification:
Current Identification: 45
fakess = 4= real
Figure 14: Two Examples of Overutilize
Totally utilize
Your 2nd Identification:
Current Identification: 37
fakes - @ = real
Your 2nd Identification:
Current Identification: 10
fakes C - = real

Figure 15: Two Examples of Totally Utilize
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utilize

Current Identification: 60

Your 2nd Identification:

fakess e el
Your 2nd Identification:
Current Identification: 31
£. L 3
U y = real
Your 2nd Identification:
Current Identification: 60
fakess = = real

Figure 16: Three Examples of Underutilize
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E Additional Investigation in Integration stage

Table 11: News Type, Survey Effects with Heckit

Typel Type2 Survey
Activation Integration Activation Integration Activation Integration
inAT 0.579** 23.271*** 0.579** 23.260*** 0.579** 23.445***
(0.22) (1.70) (0.22) (1.71) (0.22) (2.04)
diff _ref 0.019*** 0.019*** 0.019***
(0.00) (0.00) (0.00)
prior__cons 0.497* 16.539"**  0.497* 16.538"**  0.497* 17.701*
(0.22) (2.41) (0.22) (2.42) (0.22) (2.44)
accu__ref 6.430* 6.340* 6.588*
(2.60) (2.59) (2.47)
real r -0.007
(0.01)
is real 0.132
(0.84)
is fake -0.378
(0.73)
chatGPT times -0.916*
(0.41)
male 4.677**
(1.34)
prog_ exp —2.000
(1.55)
age 0.002
(0.12)
edu_ level 2.357
(2.04)
edu_ NSE 0.831
(1.97)
imr 72.886"** 72.855%** 73.175"**
(7.56) (7.57) (7.28)
Number of cluster 37 37 37 37 37 37
Number of Obs. 1110 871 1110 871 1110 871

Note: * p<0.05, ** p<0.01, *** p<0.001;Standard errors have been corrected for within-
subjects clustering effects to account for the nonindependence of observations from the
same participant.

o4



Table 12: News Type, Survey Effects with Heckman MLE

Typel Type2 Survey
Activation Integration Activation Integration Activation Integration
inAl 0.512** 11.059*** 0.513* 11.045"** 0.537"* 11.163***
(0.17) (2.57) (0.17) (2.57) (0.18) (2.56)
diff ref 0.049*** 0.049*** 0.049"**
(0.00) (0.00) (0.00)
prior__cons 0.364* 6.276* 0.363* 6.242* 0.390* 6.627"*
(0.16) (2.54) (0.16) (2.54) (0.17) (2.56)
accu__ref 11.039*** 11.174* 11.198**
(2.35) (2.41) (2.37)
real r -0.007
(0.01)
is real 0.280
(1.09)
is fake 1.203
(0.92)
chatGPT times —0.593*
(0.25)
male 1.902
(0.98)
prog_ exp —0.712
(0.87)
age —0.023
(0.10)
edu_ level 1.489
(1.09)
edu_NSE 1.109
(1.03)
arctanh(p) 2,274 2.278*** 2.208**
(0.21) (0.20) (0.20)
In(o.) 2.862** 2,861 2,852
(0.07) (0.07) (0.07)
Number of cluster 37 37 37 37 37 37
Number of Obs. 1110 871 1110 871 1110 871

Note: * p<0.05, ** p<0.01, *** p<0.001; arctanh(p) = %ln[%ﬁ], where p is the corre-
lation coefficient between Acti and cons_ref; o. is the standard error of the residual in
the activation equation. ¢@mr = p - o.; Standard errors have been corrected for within-
subjects clustering effects to account for the nonindependence of observations from the

same participant.
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News Materials

C EERFTE L FEEE I LU, RFOHENE 11 AIZHEBIL, 200 V&R DR T A
%éﬂﬁfﬁﬁﬁﬁﬁéﬂi\ﬁﬁ%ﬁﬁb%?%l%%t%tﬁﬂ%%hf%U (el ]
ICRFMEEEDNEIND Z L ITHEERT DD [H#E) FEEGLY Y T S
D7 7Y AELFE LB DI ) T F#EEED, ﬁﬁ@%%@%&hﬁbffaﬁwﬂﬁé
SEOMERI DB ] L LT, Hl’r%Xﬁﬁjéﬁﬁbfwé%wt&bm o HZEFEEHICIE
ZMUBNE UART A E—IVORMEOHEE EoMFICZOENFELTL L, vV T
FHEDTEHTH I YN - Iy — fUZF@%V—WX A—m/b%%wﬁk%
WOV F¥—R -0 )V T w7 A E—INVEEEMHDO IV AFT—) - HNTT - A

UTENTOMEERIHEL. 17 HIZHHKICERZROTWS,

e E S RRTIC LD L F oIV TA V) HBEFERRIZ, F b TA ) HEFEAELENCF
)V TA ) I bf:Jz\‘/’?AOJii%‘?ﬁﬁ%ﬂﬁﬁJZé:i@*ﬁﬁ%ﬁ%%thiﬁ?é%ﬁf%éo
VY LAEEEOREIMNC &Y REEE G (FEMs) O BEEYIC K S BREAR L
TWB I aERIZ, Fo)b ) TA ) HREZRD LIEBRIZLDHELEZEZ ML H D,
2019 £ 12 A (BAmEBEI T IHELL) OF, Fb /) 71V HEBGLK 10 £33
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G Instruction

We provide an English translation of the instruction slide of the experiment.
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Instruction
(Al Group)

Welcome

» Welcome to the study. You are guaranteed ¥500 for
showing up and completing this study.

* These instructions explain how you can earn additional
payoff beyond the guaranteed ¥500 show-up payment
from the decisions that you make.

» Please silence any mobile devices and refrain from any
distractions for the duration of this study. If you have any
guestions, please contact the experimenter.

» Today's study starts with the main decision task followed
by a questionnaire. Your earnings during the experiment
will be paid in private.




The main task

* There are 30 rounds in this experiment.

* In each round, a piece of news will be displayed. Your main
task is to identify the authenticity of that news. Your
additional earnings will vary depending on the accuracy of
your identifications.

The main task

* In each round, you will make two identifications about the
same news. Please use the slider and report your
identification as to its authenticity as an integer from O to
100, with O representing totally fake news and 100
representing totally real news.

» After your first guess, a number representing the
identification of the Al tool — ChatGPT will be displayed.
Based on this, please adjust your first identification and
make a second identification. If you think no adjustment is
necessary, please report the same result as your first
identifications.




ChatGPT’s Identification

* All the news used in today's experiment had already been
identified for their ‘authenticity' by the Al tool--ChatGPT using
prompts before the experiment.

* For all the news, ChatGPT was asked to make a identification 24
times under the same conditions. In each round of the main task,
the ChatGPT'’s identification you will see is randomly selected
from these 24 ChatGPT’s identifications.

* The prompt used to ask ChatGPT is as follows:
Q You

-We will now send you some Japanese news. Please identify how real it is, and
report your identification as to its authenticity as an integer from O to 100,
with O representing totally fake news and 100 representing totally real news.
-Do not say anything else about the result of your identification.

ChatGPT

Understood, please send the news when you're ready.

Task Flow
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News

- The news used in the experiment is a combination
of real and fake news.

* The real news is news written by humans and
collected from Japanese wiki news.

* The Fake news is news generated by algorithms
through a machine-learning model.

Combination of News

The news you will see in each

/v round of the task.

att:%ﬁ ‘—ctét FEFFRFFRFFRRFRRFRRFRRERRFRRRES FEEFERERRERREH
P . - - °

LR R 3 FXEEEEFEEEEEEEEEEEEEEEEES FXEXEEEEEREEEEEEEEEEEEES R
- ° - .

*////’:'t'tttttt"' EEXEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEES
°
EEEEEES R - R EEXEEEEEEREEEERREEEEES R B
° ° -

-~ -~ - o
The partOf EXEEEEXEEEEEEEEEEEEEEEES EEEXXEEEEEEES EXEEEXEEEEEEES EXEEXEEEEEEEF Theloart
real news . . ° of fake
EEEEEEEEEEEEEEEEEEEES FEEEEEEEEEEEEEEEEEES FEEEXEEEEREEEEEEEES
° . ° news

LA L L L 2 2 EXEEEXEEEEEREEEEEEEREEEREES
. °

* Real and fake news are combined in certain proportions as shown in
the figure above. The proportion of the part of real news : real_r is
defined as

the number of the characters of real news part %100
the number of the characters of fake news part

real r =

* Asthere exist news that is real news totally written by humans or
fake news totgllv generated by algorithm |
* ltis possible that real_r=100 or real_r=0.




Additional Payoff

* Your additional payoff m depends on the accuracy of one
randomly selected identification from all your responses
throughout this experiment (a total of 30 rounds x 2
identifications= 60 responses).

* 1T was determined using the following equation.
m = max{0,2300 — 0.3x(R — real_r)?*} yen
* R :the randomly selected identification
» real_r :the proportion of the real part of the news in
the selected round, after rounding off.

 In the payment of the final payoff, any fractions less
than 10 yen in the final reward will be rounded up.

Quiz

To check whether you understood these instructions
correctly, please answer the following questions.

Please click “Next” button on the screen.




Instruction

(Human Group)

Welcome

e Welcome to the study. You are guaranteed ¥500 for showing up
and completing this study.

e These instructions explain how you can earn additional payoff
beyond the guaranteed ¥500 show-up payment from the
decisions that you make.

e Please silence any mobile devices and refrain from any
distractions for the duration of this study. If you have any
guestions, please contact the experimenter.

e Today's study starts with the main decision task followed by a
guestionnaire. Your earnings during the experiment will be paid
in private.




The main task

* There are 30 rounds in this experiment.

* In each round, a piece of news will be displayed. Your main
task is to identify the authenticity of that news. Your
additional earnings will vary depending on the accuracy of
your identifications.

The main task

* In each round, you will make two identifications about
same news. Please use the slider and report your
identification as to its authenticity as an integer from O to
100, with O representing totally fake news and 100
representing totally real news.

 After your first identification, a number representing the
identification of another randomly selected participant
from today's experiment will be displayed. Based on this,
please adjust your first identification and make a second
identification. If you think no adjustment is necessary,
please report the same result as your first identification.




Task Flow
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News

- The news used in the experiment is a combination
of real and fake news.

* The real news is news written by humans and
collected from Japanese wiki news.

* The Fake news is news generated by algorithms
through a machine-learning model.




Combination of News

The news you will see in each

/ round of the task.
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* Real and fake news are combined in certain proportions as shown in
the figure above. The proportion of the part of real news : real_r is
defined as

the number of the characters of real news part %100
the number of the characters of fake news part

real r =

* As there exist news that is real news totally written by humans or

fake news totally generated by algorithm,
* |tis possible that real_r=100 or real_r=0.

Additional Payoff

* Your additional payoff m depends on the accuracy of one
randomly selected identification from all your responses
throughout this experiment (a total of 30 rounds % 2
identifications= 60 responses).

* T was determined using the following equation.
m = max{0,2300 — 0.3%(R — real_r)?*} yen
* R :the randomly selected identification
* real_r : the proportion of the real part of the news in the
selected round, after rounding off.

* In the payment of the final payoff, any fractions less
than 10 yen in the final reward will be rounded up.




Quiz

To check whether you understood these instructions
correctly, please answer the following questions.

Please click “Next” button on the screen.
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